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INFORMATION TECHNOLOGY -
SMALL COMPUTER SYSTEM INTERFACE (SCSI) —

Part 415: SCSI Architecture Model - 5 (SAM-5)
FOREWORD

ISO (the International Organization for Standardization) and IEC (the International Electrotechni

cal

Int
ted

ernational Standard ISO/IEC 14776-415 was prepared by subcommittee 25: Interconnection of informati
hnology equipment, of ISO/IEC joint technical committee 1: Information technology.

Commission) form the specialized system for worldwide standardization. National bodies that are

members of ISO or IEC participate in the development of International Standards through techni
committees established by the respective organization to deal with particular fields of techni
activity. ISO and IEC technical committees collaborate in fields of mutual interest. Otheriinternatio
organizations, governmental and non-governmental, in liaison with ISO and IEC, alsojtake part in

work. In the field of information technology, ISO and IEC have established a joint teChhical committ
ISO/IEC JTC 1.

The formal decisions or agreements of IEC and ISO on technical matters \express, as nearly
possible, an international consensus of opinion on the relevant subjects since each techni
committee has representation from all interested IEC National Committees-and ISO member bodig
IEC, ISO and ISO/IEC publications have the form of recommendations for international use and

accepted by IEC National Committees and ISO member bodies in.that sense. While all reasona
efforts are made to ensure that the technical content of IEC,NNSO and ISO/IEC publications
accurate, IEC or ISO cannot be held responsible for the way in which they are used or for 3
misinterpretation by any end user.

In order to promote international uniformity, IEC National Committees and 1ISO member bod
undertake to apply IEC, ISO and ISO/IEC publications transparently to the maximum extent possi
in their national and regional publications. Any<divergence between any ISO, |IEC or ISO/I
publication and the corresponding national or_regional publication should be clearly indicated in

latter.

ISO and IEC do not provide any attestation*of conformity. Independent certification bodies prov,
conformity assessment services and, in\some areas, access to IEC marks of conformity. ISO or |
are not responsible for any services carried out by independent certification bodies.

All users should ensure that they-have the latest edition of this publication.

No liability shall attach to IEC.er ISO or its directors, employees, servants or agents includ
individual experts and membéers of their technical committees and IEC National Committees]
ISO member bodies forany personal injury, property damage or other damage of any naty
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whatsoever, whether-direct or indirect, or for costs (including legal fees) and expenses arising

out of the publication-of, use of, or reliance upon, this ISO/IEC publication or any other IB
ISO or ISO/IECpublications.

Attention is dfawnh to the normative references cited in this publication. Use of the refereng
publicationstis)indispensable for the correct application of this publication.

Attentiontig’/drawn to the possibility that some of the elements of this ISO/IEC publication m
be the-subject of patent rights. ISO and IEC shall not be held responsible for identifying any|
all.such patent rights.
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The list of all currently available parts of the ISO/IEC 14776 series, under the general title Information
technology — Small computer system interface (SCSI), can be found on the ISO and IEC web sites.

The text of this document is based on the following documents:

CbVv Report on voting

JTC1-SC25/2828/CDV JTC1-SC25/2862/RVC
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Full information on the voting for the approval of this document can be found in the report on voting indicated
in the above table.

This publication has been drafted in accordance with the ISO/IEC Directives, Part 2, except as described in
3.4 and 3.5.

A bilingual version of this publication may be issued at a later date.

IMPORTANT - The 'colour inside’ logo on the cover page of this publication indicates that
it contains colours which are considered to be useful for the correct understanding of its
contents. Users should therefore print this document using a colour printer.
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INTRODUCTION

The purpose of this document is to provide a basis for the coordination of SCSI standards development and to
define requirements, common to all SCSI technologies and implementations, that are essential for
compatibility with host SCSI application software and device-resident firmware across all SCSI transport
protocols. These requirements are defined through a reference model that specifies the behavior and abstract
structure that is generic to all SCSI I/0 system implementations.

Figure 1 shows the relationship of this document to the other standards and related projects in ISO/IEC 14776
(al| parts) as of the publication of this document.

_ Device-type specific command sets (Shz:ien:ﬁrgrcgln&gig: tsy eptes)
()
3 (e.g., SES-2, SMC-2, SBC-3) (SPC-4)
E —
o2
23 NX
§ 8 SCSiI transport protocols C)
=@ (e.g., SPL-3, FCP-4)
(7) N
O
N Interconnects

(e.g., SAS-3, Fibre Chanpel)

Figure 1 — SCSI document structure

The SCSI document structure in figure 1 is intended to.show the general applicability of the documents to ope
anpther. Figure 1 is not intended to imply any hierarchy; protocol stack, or system architecture relationship

>

The functional areas identified in figure 1 charactefize the scope of standards within a group as follows:

S4SI Architecture Model: Defines the SCSi'systems model, the functional partitioning of the SCSI standqrd
sef and requirements applicable to all SCS|-implementations and implementation standards.

Degvice-Type Specific Command Sets;*Implementation standards that define specific device types includipg
a device model for each device type..These standards specify the required commands and behaviors that gre
spegcific to a given device type,and prescribe the requirements to be followed by a SCSI initiator device when
sending commands to a SC$S1 target device having the specific device type. The commands and behaviors for
a gpecific device type may-include by reference commands and behaviors that are defined by other commapd

sefls.

Shlared Command-Set: An implementation standard that defines a model for all SCSI device types. This
dofument specifiesthe required commands and behavior that is common to all SCSI devices, regardless ¢
deyice type, and-prescribes the requirements to be followed by a SCSI initiator device when sending
commands.to,.any SCSI target device.

=

SgSI Transport Protocols: Implementation standards that define the requirements for exchanging
information so that different SCSI devices are capable of communicating.

Interconnects: Implementation standards that define the communications mechanism employed by the SCSI
transport protocols. These standards may describe the electrical and signaling requirements essential for
SCSI devices to interoperate over a given interconnect. Interconnect standards may allow the interconnection
of devices other than SCSI devices in ways that are outside the scope of this document.

The term SCSI is used to refer to ISO/IEC 14776 (all parts).
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INFORMATION TECHNOLOGY -
SMALL COMPUTER SYSTEM INTERFACE (SCSI) -

Part 415: SCSI Architecture Model - 5 (SAM-5)

1 Scope

The set of Small Computer System Interface (SCSI) standards consists of this document and the SCSI
implementation standards described in 4.2. This document defines a reference model that specifies common

beH
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2 Normative references

The
req
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1Sd
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INC

31

3.1

3.1

addlitional sense code

con
(se

aviors for SCSI devices, and an abstract structure that is generic to all SCSI I/O system implementation

set of SCSI standards specifies the interfaces, functions, and operations necessary to ensure
roperability between conforming SCSI implementations. This document is a functional description:
nforming implementations employ any design technique that does not violate interoperability.

following concepts from previous versions of the SAM standard are made obsolete by, this version:

a) support for the SPI-5 SCSI transport protocol;

b) Contingent Allegiance;

c) the TARGET RESET task management function;
d) basic task management model;

e) untagged tasks; and

f) linked command function.

following documents are referred to in the text in such asway that some or all of their content constitute
uirements of this document. For dated references, only-the edition cited applies. For undated referenceg
st edition of the referenced document (including anyamendments) applies.

/IEC 14776-454, Information technology - Small’computer system interface (SCSI) - Part 454: SCSI Pril
mmands - 4 (SPC-4)

ITS 497-2012, Information Technology~Automation/Drive Interface Commands - 3 (ADC-3)

‘erms, definitions, symbols, abbreviations, and conventions

Terms and definitions

1

hbination.of'the ADDITIONAL SENSE CODE field and the ADDITIONAL SENSE CODE QUALIFIER field in the sensg
b 3.1.104 and SPC-4)

S.

L2

, the

mary

data

2

3.1

aggregation
form of association that defines a whole-part relationship between the whole (i.e., aggregate) and its parts

Note 1 to entry: This definition only applies when used in relation to UML.

Note 2 to entry: See 3.6.
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313

application client

class whose objects are, or an object that is, the source of commands and task management function
requests

Note 1 to entry: See 4.6.28.
31.4

argument
information provided as input to or output from a procedure call (see 3.1.76)

association
relationship between two or more classes that specifies connections among their objects
Ngte 1 to entry: This definition only applies when used in relation to UML.

Ngte 2 to entry: An association is a relationship that specifies that objects of one class“are connected to
oblects of another class.

Ngte 3 to entry: See 3.6.

<class (see 3.1.11)> named property of a class that describes a rarnge of values that the class or its objefts

e 1 to entry: This definition only applies when used in relation to UML.

e 2 to entry: When referring to objects, an attribute.is‘a named property of the object.

be processed by the device server

Note 1 to entry: See 8.8.

3.1.10
byte
8-bit construct
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3.1.11

class

description of a set of objects that share the same attributes, operations, relationships and semantics
Note 1 to entry: Classes may have attributes and may support operations.

Note 2 to entry: Examples of class relationships are aggregation, association, generalization, and
dependency.

Note 3 to entry: See 3.6.

A2
clgss diagram
visjual representation that shows a set of classes and their relationships

Ngte 1 to entry: Class diagrams are used to illustrate the static design view of a system.
Ngte 2 to entry: See 3.6.3.

command completion
copletion of work associated with command processing

Ngte 1 to entryzTovindicate command completion, a device server or a task manager sends a Send
Cammand Complete SCSI transport protocol service response (see 5.4.2.4) for the command

A7

command descriptor block
CcOB

structure used to communicate a command from an application client to a device server having a fixed length
of 6 bytes, 10 bytes, 12 bytes, or 16 bytes, or a variable length of between 12 bytes and 260 bytes

Note 1 to entry: See 5.2 and SPC-4.
3.1.18
command duration limit

maximum duration of command processing specified by an application client

Note 1 to entry: See 8.6.
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3.1.19

command identifier

task tag

numerical identifier of a command (see 3.1.15)

Note 1 to entry: See 4.6.31.3.

Note 2 to entry: Task tag was the term used by previous versions of the SAM standard (see Annex C).

3.1.20

command priority
relptive scheduling importance of a command having the SIMPLE task attribute among the set of commands
haying the SIMPLE task attribute already in the task set

Ngte 1 to entry: See 8.5.
31.21

command standard
S{SI standard that defines the model, commands, and parameter data for a device type (e.g., SPC-4, SBG

3)
Ngte 1 to entry: See clause 1.

3.1.22
completed command
cojmmand that has completed with a service response of COMMAND\COMPLETE

3.1.23
copfirmation
acknowledge returned to an application client or device(sérver that signals the completion of a service requst

3.1.24

constraint
<class (see 3.1.11), object> mechanism for specifying semantics or conditions that are maintained as tjue
befween entities

Ngte 1 to entry: This definition only.applies when used in relation to UML.

Ngte 2 to entry: An example of-a.eonstraint is a required condition between associations.
Ngte 3 to entry: See 3.6.

3.1.25

copy manager

clgss whose objects are each, or an object that is, an application client that processes third-party cqpy
conmands and'manages copy operations (see SPC-4) from within a logical unit

Ngte 1, to-entry: See 4.6.20.

3.1.26

current command
command that has a data transfer SCSI transport protocol service request in progress (see 5.4.3) or is in the
process of sending command status

Note 1 to entry: Each SCSI transport protocol standard may define the SCSI transport protocol specific
conditions under which a command is considered a current command.

3.1.27
deferred error
error generated by a background operation (see SPC-4)


https://standardsiso.com/api/?name=e080908f93fa74483b9edf687a95fa69

ISO/IEC 14776-415:2019 © ISO/IEC 2019 -19 -

3.1.28

dependency

relationship between two elements in which a change to one element (e.g., the server) may affect or supply
information needed by the other element (e.g., the client)

3.1.29
dependent logical unit
logical unit that is addressed via some other logical unit(s) in a hierarchical LUN structure

Nate 1 to entry: See 4.6.18.4.

for

ee

3.1.37

generalization

<class (see 3.1.11)> relationship among classes where one class (i.e., superclass) shares the attributes and
operations of one or more classes (i.e., subclasses)

Note 1 to entry: This definition only applies when used in relation to UML.

Note 2 to entry: See 3.6.
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3.1.38

hard reset

condition resulting from a power on condition or a reset event in which the SCSI device performs the hard
reset operations described in 6.3.2, SPC-4, and the appropriate command standards

3.1.39
hierarchical LUN structure

inverted tree structure for forming and parsing LUNs (see 3.1.58) containing up to four addressable levels
(see 4.6.11)

Ngte 1 to entry: See 4.7.6.3.

copdition resulting from a hard reset condition or an |_T néxus loss event in which the SCSI device performs

nekus between a S€Shinitiator port, a SCSI target port, and a logical unit
Nagte 1 to entry.\See 4.6.32.3.
3.1.46

identifier
lalel-of an object that is unique within a specified context and that may change

3.1.47

implicit head of queue

optional processing model for specific commands wherein a command may be treated as if it had been
received with a HEAD OF QUEUE task attribute

Note 1 to entry: See 8.2.
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3.1.48

incorrect logical unit number

logical unit number of a logical unit that does not exist in the SCSI target device when addressed through a
given |_T nexus

Note 1 to entry: See 4.7.1.
3.1.49

initiator port identifier
value by which a SCSI initiator port is reterenced within a SCSI domain

name (see 3.1.64) of a SCSI initiator port that is world wide unique within the SCSI tragsport protocol of the

Ngte 1 to entry: The name may be made available to other SCSI devices or SCShports in that SCSI dom4gin
in BCSI transport protocol specific ways.

commands sent by an application client

Note 1 to entry: See 4.6.18.

3.1.56
logical unit inventory
list of LUNSs reported by a REPORT LUNS command (see SPC-4)
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3.1.57

logical unit name

name (see 3.1.64) of a logical unit that is world wide unique within the SCSI transport protocol of a SCSI
domain in which the SCSI device containing the logical unit has SCSI ports (see 4.6.4.2)

Note 1 to entry: The logical unit name may be made available to other SCSI devices or SCSI ports in SCSI
transport protocol specific ways.

3.1.58
logical unit number

logical unit reset

copdition resulting from a hard reset condition or a logical unit.reset event in which the logical unit performs
thq logical unit reset operations described in 6.3.3, SPC-4, and the appropriate command standards

3.1.61
logical unit reset event
event that results in a logical unit reset condition as.described in 6.3.3

3.1.62
m3nagement logical unit
class whose objects are each, or an object that is, a logical unit that only performs management functions

Ngte 1 to entry: Management logical units allow an application client to issue requests to receive specific
information and manage specificiinformation relating to a SCSI target device.

Ngte 2 to entry: See 4.6.16!

3.1.63

multiplicity

indication of thectange in number of allowable instances that a class or an attribute may have
Ngte 1 to entry: This definition only applies when used in relation to UML.

Ngte 2 to entry: See 3.6.

3.164
name
label of an object that is unique within a defined context and should never change

3.1.65
nexus
|_T nexus or|_T_L nexus

3.1.66
non-faulted |_T nexus
|_T nexus that is not a faulted |_T nexus (see 3.1.35)
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3.1.67
object
entity with a well-defined boundary and identity that encapsulates state and behavior

Note 1 to entry: All objects are instances of classes (see 3.1.51).
3.1.68

object diagram
visual representation that shows a set of objects and their relationships at a point in time

Ngte 1 to entry: Object diagrams are used to illustrate static shapshots of instances of the things foundin
class diagrams.

Ngte 2 to entry: See 3.6.4.
ration
ice that may be requested from any object of the class in order to affect behavior

Ngte 1 to entry: This definition only applies when used in relation to UML.

Ngte 2 to entry: Operations describe what a class is allowed to do and may'\be a request or a query.

Ngte 3 to entry: An operation that is a request may change the state ofithe object but an operation that is &

query should not.
Ngte 4 to entry: See 3.6.

enfities within the same layer (see 3.1.53)

3.14.711

power loss expected

copdition resulting from a power loss expected event in which the logical unit performs the power Ig
expected operations described in 6.3.5)"SPC-4, and the appropriate transport protocol and comma
stgndards

3.1.72
power loss expected event
event that results in a power.loss expected condition (see 3.1.71) as described in 6.3.5

3.1.73

power on

cohdition resulting from a power on event in which the SCSI device performs the power on operatig
depcribed in6,3.1, SPC-4, and the appropriate command standards

ss
nd

ns

3.1.74

polv_ver on event

power being applied 10 a evice, resulting in a power on condition as described in 6.3.
3.1.75

procedure

operation that is invoked through an external calling interface
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3.1.76
procedure call

model used by this document for the interfaces involving both the SAL (see 3.1.85) and STPL (see 3.1.97),

having the appearance of a programming language function call
Note 1 to entry: See 3.9.

3.1.77
protocol

specification and/or implementation of the requirements governing the content and exchange of informat
pagsed between distributed entities through a service delivery subsystem

lalel at the end ¢f ‘an association or aggregation that defines a relationship to the class on the other sidg
thg association'or aggregation.

Ngte 1< to entry: This definition only applies when used in relation to UML.

Nate2 to enfry: See 3 6

3.1.85
SCSI application layer
SAL

on

ee

of

set of protocols and procedures that implement or issue commands and task management functions by using

services provided by a STPL (see 3.1.97)
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3.1.86

SCSl device
class whose objects are, or an object that is, connected to a service delivery subsystem and supports a SCSI
application protocol

Note 1 to entry: See 4.6.4.

3.1.87
SCSI device name

na
do

Ng
tra

3.1
SQ
1/C
int

3.1
S

co
oC

Ng
Ng

3.1
S

op

3.1
S
I’Q
co

3.1
S(
clg
be
S

3.1
S(
clg

me (see 3.1.04) of a SCSI device that Is world wide unique within the SCSI transport protocol of a S
main in which the SCSI device has SCSI ports (see 4.6.4.2)
te 1 to entry: The SCSI device name may be made available to other SCSI devices or SCSI portsin SG
hsport protocol specific ways.
.88
Sl domain
system consisting of a set of SCSI devices and a service delivery subsystem, where the SCSI devig
bract with one another by means of the service delivery subsystem
.89
Sl event
ndition defined by this document that is detected by a SCSI device and that requires notification of its

currence within the SCSI device
te 1 to entry: See clause 6.

te 2 to entry: An example of a SCSI event is a logical unitreset.

.90
SI 1/0O operation
bration defined by a command or a task management function

91

SI 1/0 system

system, consisting of two or more~8CSI devices, a SCSI interconnect, and a SCSI transport protocol t
lectively interact to perform SCSI I/O operations

.92

Sl initiator device

ss whose objects originate, or an object that originates, device service and task management requestg
processed by a~SCSI target device and receives device service and task management responses fr
Sl target deviCes

.93
Sl initiator port
ss‘Whose objects each act, or an object that acts, as the connection between application clients an

se

SI

S|

es

nat

i a

vice delivery subsystem through which server requests and server responses are routed

Note 1 to entry: See 4.6.8.
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3.1.94

SCSI port

class whose objects connect, or an object that connects, the application client, device server or task manager
to a service delivery subsystem through which server requests and server responses are routed

Note 1 to entry: A SCSI port is either a SCSI initiator port (see 3.1.93), a SCSI target port (see 3.1.96), or
both.

Note 2 to entry: See 4.6.5.

3.1.95

S(gsl target device
clgss whose objects receive, or an object that receives, device service requests and task management
requests for processing and sends device service responses and task management responses to SCSI
inifiator devices

ss whose objects each act, or an object that acts, as the connection between device servers and tgsk
nagers and a service delivery subsystem through which server requests-and server responses are routg¢d

e 1 to entry: See 4.6.6.

1.97
Sl transport protocol layer

sef of protocols and services used by a SAL (see 3.1.89) to transport data representing a SCSI applicat|on

SQsSI transport protocol service response
prgcedure-call to the STPL containing a reply from the SAL in response to a SCSI transport protocol servjce
indication

3.1.102

SCSI transport protocol specific

<referenced item> having the property of being defined by a SCSI transport protocol standard (see clause 2
and Bibliography)

3.1.103
sender
client or server that originates a service delivery transaction
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3.1.104
sense data

data describing command completion information that a device server delivers to an application client in the
same |_T nexus transaction as the status or as parameter data in response to a REQUEST SENSE command

Note 1 to entry: See 5.13 and SPC-4.

3.1.105
sense key

SENSE KEY field in the sense data (see 3.1.104 and SPC-4)

saction from a client to a server invoking a service

108
er response
saction from a server to a client conveying the result of a request

.109
ice
ration or function performed by a SCSI object that is invoked‘by other SCSI objects

110

ice delivery failure
-recoverable error causing the corruption or less of one or more service delivery transactions while
sit

112
ice delivery fransaction
request or response sent through a service delivery subsystem

13
stgndard INQUIRY data
dafaCreturned to an application client as a result of an INQUIRY command (see SPC-4) with the EVPD bit se

in

D a

zero
Note 1 to entry: Fields in the standard INQUIRY data are referenced by name in this document.
3.1.114

target port identifier

value by which a SCSI target port is referenced within a SCSI domain

Note 1 to entry: See 4.6.6.2.
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3.1.115
target port name

name (see 3.1.64) of a SCSI target port that is world wide unique within the SCSI transport protocol of the

SCSI domain of that SCSI target port

Note 1 to entry: The name may be made available to other SCSI devices or SCSI ports in that SCSI domain

in SCSI transport protocol specific ways.
Note 2 to entry: See 4.6.6.3.

.1.116

tagk attribute

attribute of a command (see 3.1.15) that specifies the processing relationship of a command with regard
other commands in the task set (see 3.1.122)

Nagte 1 to entry: See 8.4.

A7

k management function

k manager service capable of being requested by an application client to afféct the processing of ong
re commands

e 1 to entry: See clause 7.

118

k management request

uest submitted by an application client, invoking a task management function to be processed by a t3
nager

119
k management response
ponse returned to an application client by a task manager in reply to a task management request

120

k manager

ss whose objects control, or an.object that controls, the sequencing of commands and processes ta
nagement functions

e 1 to entry: See 4.6.21!
A21
k router

ss whose objécts route, or an object that routes, commands and task management functions betwee
ice delivery’subsystem (see 3.1.111) and the appropriate task manager(s)

Ngte 1, to-entry: See 4.6.7.

or

sk

sk

122

task set

class whose objects are, or an object that is, a group of commands within a logical unit, whose interaction is

dependent on the task management (e.g., queuing) and ACA requirements
Note 1 to entry: See 4.6.22.
3.1.123

token
representation of a collection of data
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3.1.124

transaction

cooperative interaction between two entities, involving the exchange of information or the processing of some
request by one entity on behalf of the other

3.1.125
transport protocol standard
SCSI standard that defines a transport protocol (e.g., SPL-3)

3.1.126
well known logical unit
class whose objects are each, or an object that is, a logical unit that only performs specific functions

Ngte 1 to entry: Well known logical units allow an application client to issue requests to receive and manage
spgcific information relating to a SCSI target device.
Ngte 2 to entry: See 4.6.17.

3.1.127

wdll known logical unit number

W-{LUN
LUN that identifies a well known logical unit

Ngte 1 to entry: See 4.7.7.5.2.
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3.2 Symbols and Abbreviations
3.2.1 Abbreviations

Abbreviation Meaning

ACA Auto Contingent Allegiance (see 3.1.7)

ADC-3 Automation/Drive Interface - Commands - 3 (see clause 2)

ADT-2 Automation/Drive Interface Transport-Protocol- 2 (see Bibliography)

CDB Command Descriptor Block (see 3.1.17)

CRN Command Reference Number

EUI-64 Extended Unique Identifier (see Annex D)

FCP-4 Fibre Channel Protocol - 4 (see Bibliography)

FC-SB-5 Fibre Channel - Single-Byte Command Code Sets - 5 Mapping Protocol (see clause|2)

iSCSI Internet SCSI (see Bibliography)

ISO International Organization for Standardization

LUN Logical Unit Number (see 3.1.58)

NAA Name Address Authority (see Annex D)

n/a Not Applicable

RAID Redundant Array of Independent Disks

ROD Representation Of Data (see SPC-4)

SAL SCSI application layer (see 3.1.85)

SAM-2 SCSI Architecture Model - 2 (see Bibliography)

SAM-3 SCSI Architecture Model - 3 (see Bibliography)

SAM-4 SCSI Architecture Model ~4/(see Bibliography)

SAS-3 Serial Attached SCSI <3 (see Bibliography)

SBC-3 SCSI Block Commands - 3 (see clause 2)

SBP-3 Serial Bus Pratocol - 3 (see Bibliography)

SCSI The architecture defined by ISO/IEC 14776 (all parts)

SPC-4 SCSI Rrimary Commands - 4 (see clause 2)

SRP SCSI'RDMA Protocol (see Bibliography)

STPL SESI transport protocol layer (see 3.1.97)

UML Unified Modeling Language (see Bibliography)

UTF Unicode Transformation Format (see Annex D)

VPD Vital Product Data (see SPC - 4)

W=LUN Well known logical unit number (see 3.1.127)
3.2.2-Units

Unit Meaning

ms millisecond (i.e., 103 seconds)

3.3 Keywords

3.3.1
invalid
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keyword used to describe an illegal or unsupported bit, byte, word, field, or code value

Note 1 to entry: Receipt by a device server of an invalid bit, byte, word, field, or code value shall be reported
as an error.

3.3.2

mandatory

keyword indicating an item that is required to be implemented as defined in this document
3.3.3

may

keyword that indicates flexibility of choice with no implied preference

Ngte 1 to entry: May is synonymous with the phrase “may or may not”.

3.34
m3y not
keyword that indicates flexibility of choice with no implied preference

Ngte 1 to entry: May not is synonymous with the phrase “may or may not”.

3.3.5

obisolete
keyword indicating that an item was defined in prior SCSI standards but has been removed from th
dofument

S

3.3.6

option

oﬁional

keywords that describe features that are not required*to be implemented by this document

Ngte 1 to entry: If any optional feature defined-by this document is implemented, then it shall be implementgd
as|defined in this document.

3.3.7

prohibited
keyword used to describe a feature, function, or coded value that is defined in a non-SCSI standard (i.e}, a
stgndard that is not a member-of the SCSI family of standards) to which this document makes a normatjve
reference where the use-of said feature, function, or coded value is not allowed for implementations of this
dofument

3.3.8
reserved
keyword referring to bits, bytes, words, fields, and code values that are set aside for future standardization

Nqte 1< to entry: A reserved bit, byte, word, or field shall be set to zero, or in accordance with a future
ex{ension to this document.

Note 2 to entry: Recipients are not required to check reserved bits, bytes, words, or fields for zero values.
Receipt of reserved code values in defined fields shall be reported as an error.

3.3.9

restricted

keyword referring to bits, bytes, words, and fields that are set aside for other identified standardization
purposes

Note 1 to entry: A restricted bit, byte, word, or field shall be treated as a reserved bit, byte, word, or field in the
context where the restricted designation appears.
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3.3.10
shall
keyword indicating a mandatory requirement

Note 1 to entry: Designers are required to implement all such mandatory requirements to ensure
interoperability with other products that conform to this document.

3.3.11
should
keyword indicating flexibility of choice with a strongly preferred alternative

Ngte 1 to entry: Equivalent to the phrase “it is strongly recommended”.

3.3.12
vehdor specific
keyword indicating that specification of the referenced item is determined by the SCSI device vendor

Nate 1 to entry: Specification of the referenced item is determined by the SCSI device vendor and may be
used differently in various implementations.

3.4 Editorial conventions

Certain words and terms used in this document have a specific méaning beyond the normal English meanirg.
These words and terms are defined either in 3.1 or in the text where they first appear.

Upper case is used when referring to the name of a numericwalue defined in this specification or a formal
attfibute possessed by an entity. When necessary for clafity, names of objects, procedure calls, arguments|or
discrete states are capitalized or set in bold type. Names of fields are identified using small capital letters
(e.g., NACA bit).

Names of procedure calls are identified by a name in bold type, such as Execute Command (see clause §).
Ngmes of arguments are denoted by capitalizing each word in the name. For instance, Sense Data is the
name of an argument in the Execute Command procedure call.

Quantities having a defined numeric value are identified by large capital letters. CHECK CONDITION, for
exgmple, refers to the numeric quantity defined in table 42 (see 5.3.1). Quantities having a discrete but

unspecified value are identified-using small capital letters. As an example, COMMAND COMPLETE, indicates 3
quantity returned by the Execute Command procedure call (see clause 5). Such quantities are associated
with an event or indicatiomwhose observable behavior or value is specific to a given implementation standgrd.

Li

gts sequenced by |owercase or uppercase letters show no ordering relationship between the listed items
EXAMPLE 1 - The fallowing list shows no relationship between the named items:

a) redi.e., one of the following colors):
A)\ crimson; or

B) amber;
b)) blue; or
Cc) green.

Lists sequenced by numbers show an ordering relationship between the listed items.
EXAMPLE 1 The following list shows an ordered relationship between the named items:

1) top;
2) middle; and
3) bottom.

If a conflict arises between text, tables, or figures, then the order of precedence to resolve the conflicts is:
1) text;
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2) tables; and
3) figures.

Not all tables or figures are fully described in the text. Tables show data format and values.

Notes and examples do not constitute any requirements.

Notes are numbered consecutively throughout this document.

3.p Numeric and character conventions

3.5

Wi

sp
bo

W
lov
to

34

W
Th

Ta

A Iinary number is represented in this document by any sequence of digits consisting of only the

A Iexadecimal number is represented in this document by any sequence of digits(consisting of only the

A Iecimal number is represented in this document by any sequencelof digits consisting of only the

.1 Numeric conventions

stern-Arabic numerals 0 and 1 immediately followed by a lower-case b (e.g., 0101b). Undérscores or
hces may be included in binary number representations to increase readability or delineate organizationg
indaries (e.g., 00010101 11001110b, 00010101_11001110b, 0 0101 1010b or 0_0104_1010b).

stern-Arabic numerals 0 to 9 and/or the upper-case English letters A to F immediately followed by a
er-case h (e.g., FA23h). Underscores or spaces may be included in hexadecimal number representatiops
ncrease readability or delineate organizational boundaries (e.g., 3456FDCA 84BD5E7Ah,
b6FDCA_84BD5E7Ah, B FD8C FA23h, or B_FD8C_FA23h).

stern-Arabic numerals 0 to 9 not immediately followed by a lower-case b or lower-case h (e.g., 25).
s document uses the following conventions for representing decimal numbers:

a) the decimal separator (i.e., separating the integer’and fractional portions of the number) is a period;
b) the thousands separator (i.e., separating groups of three digits in a portion of the number) is a spage;
c) the thousands separator is used in both the-integer portion and the fraction portion of a number; and
d) the decimal representation for a year is_1999 not 1 999.

ble 1 shows some examples of decimal numbers using various conventions.

Table 1 — Numbering conventions

French English This
document
0,6 0.6 0.6

3,141 59265 | 3.14159265 3.141 592 65

1000 1,000 1000

1323 462,95 | 1,323,462.95 1323 462.95

A decimal number represented in this document with an overline over one or more digits following the decimal
point is a number where the overlined digits are infinitely repeating (e.g., 666.6 means 666.666 666... or
666 2/3, and 12.142 857 means 12.142 857 142 857... or 12 1/7).

A range of numeric values is represented in this document in the form “a to z”, where a is the first value
included in the range, all values between a and z are included in the range, and z is the last value included in
the range (e.g., the representation “Oh to 3h” includes the values Oh, 1h, 2h, and 3h).
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3.5.2 Byte encoded character strings conventions

When this document requires one or more bytes to contain specific encoded characters, the specific
characters are enclosed in single quotation marks. The single quotation marks identify the start and end of the
characters that are required to be encoded but are not themselves to be encoded. The characters that are to
be encoded are shown in the case that is to be encoded.

An ASCII space character (i.e., 20h) may be represented in a string by the character '’ (e.g., ‘SCSI~device’).

The encoded characters and the single quotation marks that enclose them are preceded by text that specifies
thg character encoding methodology and the number of characters required to be encoded.

EXAMPLE - Using the notation described in this subclause, stating that eleven ASCII characters ‘SCSI
device’ represent encoded characters is the same as writing out the following sequence of byte values:’53h
43h 53h 49h 20h 64h 65h 76h 69h 63h 65h.

3.6 UML notation conventions

3.6.1 Notation conventions overview

Thjs document uses class diagrams and object diagrams with notation thatisbased on the Unified Modeling
Laphguage (UML).

Seg 3.6.3 for the conventions used for class diagrams.

Seg 3.6.4 for the conventions used for object diagrams.

3.6.2 Constraint and note conventions

=

Class diagrams and object diagrams may include constraints, which specify requirements, and notes, whig
are informative.

Table 2 shows the notation used for constraints and notes.

Table’2 — Constraint and note notation

Notation Description
The presence of the curly brackets (i.e., {}) defines a constraint that
{Constraint text} is a normative requirement. An example of a constraint is shown in
figure 3.

The absence of curly brackets defines a note that is informative. An
note text . s
example of a note is shown in figure 4.
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3.6.3 Class diagram conventions
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Table 3 shows the notation used for classes in class diagrams.

Table 3 — Class diagram notation for classes

Notation

Description

Class Name

Class Name

Class Name

A class with no attributés or
operations.

Class Name Class Name
Attribute01[1] Attribute01[1] A class 'with attributes and
Attribute02[1] Attribute02[1] no(operations.
Class Name
A class with operations and
Operation01() no attributes.
Operation02()

Class Name

Attribute01[1] . .

Attribute02[1] ﬁpcz?;?o\;vlsth attributes and

Operation01() ’

Operation02()

Attribilt:;: [:la:?e A class with_gttribute§ t_hgt
. . have a specified multiplicity

Attribute02[1] (see table 4) and

Operation01()

Operation02()

operations.
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Table 4 shows the notation used to indicate multiplicity of instances of classes and attributes in class

diagrams.
Table 4 — Multiplicity notation
Notation @ Description
The number of instances of a class or an attribute is not specified
1 One instance of the class or attribute exists.

0.* Zero or more instances of the class or attribute exist.

1.* One or more instances of the class or attribute exist.

0..1 Zero or one instance of the class or attribute exists.

n..m n to m instances of the class or attribute exist (e.g., 2..8).

X, N.m Multiple disjoint instances of the class or attribute exist(e.g., 2, 8..15).

@ See figure 2 and figure 3 for examples of multiplicity notation.

Ta

Un
rel

ble 5 shows the notation used to denote association (i.e., “knoing)about”) relationships between classes.

less the two classes in an association relationship also have an aggregation relationship, association
btionships have a multiplicity notation (see table 4) at each’end of the relationship line.

Table 5 — Class diagram notation for associations

Notation

Description

Class A association_name Class B

1.7 0..1

, 1

Multiplicity notation

Class A knows about Class B (i.e., read as
“Class A association_name Class B”) and
Class B knows about Class A (i.e., read as
“Class B association_name Class A”).

Class B

Class A ||<

1 0..1

Class B knows about Class A (i.e., read as
“Class B knows about Class A”) but Class
A does not know about Class B.

role name

Class A knows about Class B (i.e., read as

Class A | \I’l Class B

0. 0..1

Class A UsSes the role name atrpbute of
Class B”) but Class B does not know about
Class A.

Note - The use of role names and association names are optional.
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See figure 2 for examples of association relationships between classes.

Class A Class C
Attribute 01[1] Class D Attribute 01[1]

ribute - ribute
Attribute 02[1] Attribute aaff] o [tribute 02[1]
Operation 1() h

4_x association name 1 0.*
0.1 0.1 0..1 Attribute cc
Class B Class E Class F
Attribute 03[1] Attribute cc[f]

Figure 2 — Examples of association relationships in class diagrams
Table 6 shows the notation used to denote aggregation (i.e., “is a part of” or “contains”) relationships betwe

classes. The aggregation relationship is a specific type of association (see table5) and always includes
myltiplicity notation (see table 4) at each end of the relationship line.

Table 6 — Class diagram notation for,aggregations

W

Notation Description

Part The Part class is part of the Whole class (i.e,

0.* 0.* read as “the whole contains the part”) and
may continue to exist even if the Whole class
Multiplicity notation is removed .

The Part class is part of the Whole class, shall
Part only belong to one Whole class (i.e., read as

1 0..* “the whole contains the part”), and shall not
continue to exist if the Whole class is
removed (i.e., read as “the whole contains the
part”).
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See figure 3 for examples of aggregation relationships between classes.

Ta

At -szmoem Part A 07 1 Attribut ouﬁhde
ripute " ripute
Attribute 02[1] Attribute A[1] 7 Attribute 02[1]
Operation 1() //’
1_* ‘ 1 ¢ 1 ¢
™ {Constraint between  —7_ _ _ _ _ _ .
0.1 associations} T 1 * 1.
Part Part B Part C
Attribute 03[1] a a

Figure 3 — Examples of aggregation relationships in class diagrams

Table 7 — Class diagram notation for generalizations

ple 7 shows the notation used to denote generalization (i.e., “is a kind of”) relationships between classes

Attribute B[1] | |Attribute C[1]

Notation

Description

Subclass

Subclass is a kind of superclass. A subclass

shates all the attributes and operations of the
superclass (i.e., the subclass inherits from the
superclass). Inherited attributes are not duplicated

in UML drawings.
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See figure 4 for examples of generalization relationships between classes.

Single superclass/single subclass:

Superclass

Attribute 01[1]

Multiple superclasses/single subclass
(i.e., muliple inheritance):

Superclass A
Attribute 1A[1]

Superclass B

Attribute 1B[1]

Attribute 02[1] Attribute 2A[1] Attribute 2B[1]
/\ /\ AN
—— —
Subclass A Subclass B

Attribute 03[1]

Attribute 04[1]

Single superclass/multiple subclasses:

Superclass
Attribute 01[1]
Attribute 02[1] Theresis no significance to
_________ genératizations that are
j{___——____—- "'—__—__,,--|——"‘ combined or not combined.
Subclass A Subclass B Subclass€
Attribute A[1] Attribute B[1] AttributexC[1]

Figure 4 — Example of generalizatiof’relationships in class diagrams

Table 8 shows the notation used to denote dependency (i.e., “depends on”) relationships between classes,

Table 8 — Class diagram notation for dependency

Notation Description
Class A depends on class B. A change in class
cl A -3 cl B
E B may cause a change in class A.

Seg figure 5 forran example of a dependency relationship between classes.

Dependent|» —————————————————— >lIndependent

Figure 5 — Example of a dependency relationship in class diagrams
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Table 9 shows the notation used for objects in object diagrams.

Table 9 — Object diagram notation for objects

Notation

Description

label : Class Name

Notation for a named object with no attributes.

label : Class Name

Attribute01 = x
Attribute02 =y

Notation for a named object withrattributes.

:Class Name

Notation for an anenymous object with no attributes.

: Class Name

Attribute01 = x
Attribute02 =y

Notation for an anonymous object with attributes.

Ta

ble 10 shows the notation used to denotée-link relationships between objects.

Table 10 — Object diagram notation for link

Notation

Description

[ Obiect A |

" ObieciB An instance of an association between object A

: Object A

and object B.
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: Class A

Attribute 01 = round
Attribute 02 = red

-41 -

See figure 6 for examples of a link relationships between objects.

: Class Aa

Attribute 01 = true
Attribute 02 = 902

O1:Class a

Attribute 03 = soft

A1 : Class aa

B1 : Class bb

C1:Class cc

Attribute aa = rain

Attribute cc = USA

Figure 6 — Examples of link relationships for object diagrams
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3.7 State machine conventions

3.7.1 State machine conventions overview

Figure 7 shows how state machines are described.

(State machine name

State designator:State Name State designator:State Name C
State I\
(from upper layer) machin
| Transition condition—» macnine
' Request name or DAMRS
' response name =~ P --Message namep of state
designator|
des?%ftt?rﬁansmon conditionm Transition condition p—Transition ¢ondition®»
designator \ State
State designator
=~ - - =-Message name
machine 9 Réapest name or
name ---Message name-p»| - Cresponse name
or state
designator
(to lower layer)

oY
(torall states, causing

transition to State
designator:State_Name) < -Message name--

/(different) State machine name

State designator:State Name State designator:State Name

Confirmation name, v (to upper layer)
indication name,or - ®1 . —--—--—----- > A
event notification name Fransition condition > !

' Confirmation name,
| L - —. indication name, or
(from lower layer) event notification name

=-==-Message name= £ - - =-Message name-[>
(from trangmltter of Transition condition (to transmltter or
receiver) receiver)
\_ /

I\Ov

Figure 7 — State machine conventions
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Figure 8 shows an example description for one state machine.

State designator:State Name State designator:State Name

Transition condition——»

Y

[
S_tate —Transition conditiorm Transition condition p—Transition condition
designator \ State

designator

——Transition condition———

Figure 8 — Example description for one state machine

Wi

Eakch state is identified by a state designator and a state name. The state designator (e.g., SL1) is unique
anjong all state machines in this document. The state name (e.g., Idle)-is a brief description of the primary
ion taken during the state, and the same state name may be used by other state machines. Actions takgn

ac
wh

3.7

Trd
tra
ca

If t
de

Th
fig
Trd
Up

itself, all actions to be‘processed in the state are processed again. A state may be entered and exited in ze

tim

3.7

Me
mq

en multiple state machines are present in a figure, they are enclosed in-boxes with rounded corners.

ile in each state are described in the state description text.
.2 Transitions

nsitions between states are shown with solid lines, with an arrow pointing to the destination state. A
hsition may be labeled with a transition conditiorrlabel (i.e., a brief description of the event or condition th
Ises the transition to occur).

he state transition exits a figure or enters a-figure, then the transition label goes to or from a state
signator label with double underlines:rather than to or from a state.

e conditions and actions are described fully in the transition description text. In case of a conflict betweer
ire and the text, the text shall.take precedence.

nsitions between states are-instantaneous.

on entry into a state, all actions to be processed in that state are processed. If a state is re-entered from
e if the conditionsor exiting the state are valid upon entry into the state.
.3 Messages; requests, indications, confirmations, responses, and event notifications

ssages-passed between state machines are shown with dashed lines labeled with a message name. Wh
ssages are passed between state machines, they are identified by either:

at

a) a dashed line 1o or from a state machine name label with double underlines and/or state name 1a
with double underlines, if the destination is in a different figure from the source;
b) a dashed line to or from a state in another state machine in the same figure; or

bel

c) adashed line from a state machine name label with double underlines to a “(to all states)” label, if the

destination is every state in the state machine.

Requests, indications, confirmations, responses, and event notifications are shown with curved dashed lines
originating from or going to the top or bottom of the figure. Each request, indication, confirmation, response,

and event notification is labeled. The meaning of each request, indication, confirmation, response, and event
notification is described in the state description text.
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Messages with unfilled arrowheads are passed to or from the state machine’s transmitter or receiver, not
shown in the state machine figures, and are directly related to data being transmitted on or received from the
physical link.

The state machine description text for each state wholly defines the messages sent while the state machine is
in that state. If a state is repeatedly sending a message transitions to another state, then that state stops
sending that message before making the transition.

3.7.4 State machine counters, timers, and variables

Stdte machines may contain counters, timers, and variables that affect the operation of the state machine:
The following apply to counters, timers, and variables:

a) their scope is a single state machine;
b) they are created and deleted with the state machine or state machines with which they are
associated;
c) theirinitialization and modification is specified in the state descriptions and the transition descriptions;
and
d) their current values may be used to determine the behavior of a state and.to select the transition put
of a state.

Stdte machine timers may continue to run while a state machine is in a givenstate, and a timer may cause|a
stgte transition upon reaching a defined threshold value (e.g., zero for a tifmer that counts down).

3.8 Bit and byte ordering

In this document, data structures may be defined by a table A table defines a complete ordering of elemerjts
(i.g., bits, bytes, fields, and dwords) within the structure,.The ordering of elements within a table does not if
If constrain the order of storage or transmission of the data structure, but in combination with other
nofmative text in this document, the ordering of elements within a table may constrain the order of storage|or

In

significant bit has the next greater’number than the immediately less significant bit. If a table shows
numbering of bytes or characters (see table 12), the most significant byte or character is represented at th¢
loest number and eachdess significant byte or character has the next greater number than the immediatgly
mqre significant byte.

In g field in a table-consisting of more than one bit that contains a single value (e.g., a number), the least

significant bit (LSB)’is shown on the right and the most significant bit (MSB) is shown on the left (e.g., in a
byte, bit 7 is,the'MSB and is shown on the left, bit 0 is the LSB and is shown on the right). The MSB and L$B
arg not labeled if the field consists of eight or fewer bits. The MSB and LSB are labeled if the field consists|of
mqre tham-eight bits and has no internal structure defined.

In gfield in a table consisting of more than one byte that contains multiple fields each with their own valueg
(e.g., a descriptor), there is no MSB and LSB of the field itself and thus there are no MSB and LSB Ilabels.
Each individual field has an MSB and LSB, but they are not labeled.

In a field containing a text string (e.g., ASCII or UTF-8), only the MSB of the first character and the LSB of the
last character are labeled.

Multiple byte fields are represented with only two rows, with the non-sequentially increasing byte number
denoting the presence of additional bytes.
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A data dword consists of 32 bits. Table 11 shows a data dword containing a single value, where the MSB is on
the upper left in bit 31 and the LSB is on the lower right in bit 0.

Table 11 — Example of ordering of bits and bytes within a data dword

Bit
Byte 7 6 5 4 3 2 1 0

0 (BNiltSsE;) Bit 30 Bit 29 Bit 28 Bit 27 Bit 26 Bit 25 Bit 24

1 Bit 23 Bit 22 Bit 21 Bit 20 Bit 19 Bit 18 Bit 17 Bit 16

2 Bit 15 Bit 14 Bit 13 Bit 12 Bit 11 Bit 10 Bit-9 Bit 8

3 Bit 7 Bit 6 Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0
(LSB)
Note - The Bit x labels in the individual table cells are for reference only and‘do-not appear within tables

that use this element format.

Table 12 shows a data dword containing four one-byte elements, where byte 0 (the first byte) is on the top apd

byte 3 (the fourth byte) is on the bottom. Each byte has an MSB on the left and an LSB on the right.

Table 12 — Example of ordering of bits and bytes within a data dword element

Bit
Hyte 7 6 5 4 3 2 1 0
First byte
0 Bit 7 Bit 6 Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0
(MSB) (LSB)
Second byte
1 , :
Bit 7 : . . . . . Bit O
(MSB) Bit 6 Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 (LSB)
Third byte
2 -7 Bit 6 Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0
(MSB) (LSB)
Fourth byte
3 B 7 . ) ) ) . ) B0
(MSB) Bit 6 Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 (LSB)

Note - The Bit x labels in the individual table cells and the xx byte labels in the individual bytes are for

reference only and do not appear within tables that use these element formats. In this example the
MSB and LSB labels are for reference only. However, they appear in multi-byte fields as described
in this subclause.
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3.9 Notation for procedure calls

In this document, the model for functional interfaces between entities is a procedure call. Such interfaces are
specified using the following notation:

[Result =] Procedure Name (IN ( [input-1] [,input-2] ...), OUT ( [output-1] [,output-2] ...))

where:

A single value representing the outcome of the procedure or

Result function.
Hrocedure Name A descriptive name for the function to be performed.

A comma-separated list of names identifying caller-supplied:input
data objects.

N (Input-1, Input-2, ...)

A comma-separated list of names identifying output data objects to
be returned by the procedure.

Qo

UT (Output-1, Output-2, ...)

[1-] Brackets enclose optional or conditional parameters and arguments.

Thjs notation allows arguments to be specified as inputs and outputs. An interface between entities may
require only inputs. If a procedure call has no output arguments, the word@©@UT, preceding comma, and
associated pair of balanced parentheses are omitted.

The following is an example of a procedure call specification:

Found = Search (IN (Pattern, Item List); OUT ([Item Found]))
Ingut arguments:
Pattern: Argument containing‘the search pattern.
Iltem List: Item<NN> contains the items to be searched for a match.

Odtput arguments:

Item Found: Item|ocated by the search procedure call. This argument is only returned if the
search succeeds.
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4 SCSI architecture model

4.1 Overview

The purpose of the SCSI architecture model is to:

a) provide a basis for the coordination of SCSI standards development that allows all parts in the ISO
IEC 14776 series to be placed into perspective within the overall SCSI architecture model;

/

b) establish a layered model in which standards may be developed,;

c) provide a common reference for maintaining consistency among related standards; and

d) provide the foundation for application compatibility across all SCSI interconnect and SCSI franspo
protocol environments by specifying generic requirements that apply uniformly to all implementatio)
standards within each functional area.

The development of this document is assisted by the use of a UML based abstract model’\To specify the
ernal behavior of a SCSI system, elements in a system are replaced by functionally equivalent componer
in this model. Only externally observable behavior is retained as the standard of behavior. The descripti
of nternal behavior in this document is provided only to support the definition of the dbservable aspects of t
mqdel. Those aspects are limited to the generic properties and characteristics fi€eded for host applications
interoperate with SCSI devices in any SCSI interconnect and SCSI transport protocol environment. The
mqdel does not address other requirements that may be essential to somel1/O system implementations (e.
thg mapping from SCSI device addresses to network addresses, the pracedure for discovering SCSI devic
on|a network, and the definition of network authentication policies for SCSI initiator devices or SCSI target
deyices). These considerations are outside the scope of this dogliment.

The set of SCSI standards specifies the interfaces, functions;and operations necessary to ensure

interoperability between conforming SCSI implementationsiFhis document contains a functional description.

Canforming implementations may employ any design techhique that does not violate interoperability.

The SCSI architecture model is described in terms of classes, protocol layers, and service interfaces betwe
classes. As used in this document, classes are abstractions, encapsulating a set of related attributes,
opgrations, data types, and other classes. Certain classes are essential to the SCSI architecture (e.g., an
interconnect), while others are needed to understand the functioning of the SCSI architecture but have
implementation definitions outside the scope of the SCSI architecture (e.g., a command). These classes
exhibit well-defined and observable behaviors, but they do not exist as separate physical elements. A class
mgy contain a single attribute or be‘a complex entity that may:

a) contain multiple attributes; or
b) perform a set of opérations or services on behalf of another class.

ice interfaces are defined between classes and protocol layers. The template for a distributed service
interface is the client=server model described in 4.3. The structure of a SCSI I/O system is specified in 4.5
defining the relatignships among classes. The set of distributed services to be provided are described in
clause 5 and clause 7.

Requirements)that apply to each SCSI transport protocol standard are described in the SCSI transport
prgtocol:service model described in 5.4, 6.4, and 7.12. The model describes required behavior in terms of
laylers; classes within layers and SCSI transport protocol service transactions between layers.

- —~

=]

4.2 Compliance requirements

This document defines generic requirements that pertain to SCSI implementation standards and
implementation requirements. An implementation requirement defines behavior in terms of measurable or
observable parameters that apply to an implementation. Examples of implementation requirements defined

in

this document are the status values to be returned upon command completion and the service responses to

be returned upon task management function completion.
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Generic requirements are transformed to implementation requirements by an implementation standard. An
example of a generic requirement is the hard reset behavior described in 6.3.2.

As shown in figure 9, all SCSI implementation standards shall reflect the generic requirements defined herein.
In addition, an implementation claiming SCSI compliance shall conform to the applicable implementation
requirements defined in this document and the appropriate SCSI implementation standards. In the event of a
conflict between this document and other SCSI standards, the requirements of this document shall apply.

SCSI Architecture Model - 5 (SAM-5)

Y Y ¥

SCSI Implementation SCSI Implementation SCSI Implementation
Standard Standard eer Standard
\A\\ Y /

SCSI

Implementation

Key:

Generic Implementation

Requirements Requirements
- ----- -

Figure 9 —Requirements precedence
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4.3 The SCSI distributed service model

Service interfaces between classes are represented by the client-server model shown in figure 10. Dashed
horizontal lines with arrowheads denote a single request-response transaction as it appears to the client and
server. The solid lines with arrowheads indicate the actual transaction path through a service delivery
subsystem. In this model, each client or server is a single thread of processing that runs concurrently with all
other clients or servers.

SCSIhitiator SCTST Target
Device Device

Client-Server Transaction
Client Server

_ __ __ServerRequest_

— > ¢
: DR
<« _ ServerResponse |

_ | _A _ __ ProtocolService = = e g
Interface (‘%—
SCSI i~ SCSI
Initiator © | Target
Port Port

Service Delivery.Subsystem

Figure 10— Client-server model

A ¢lient-server transaction is represented-as a procedure call with:

a) inputs supplied by the caller (i.e., the client); and
b) outputs, if any, and a proeedure call status supplied by the server being called.

The procedure call is processed)by the server and returns outputs and a procedure call status. Using the
S{SI initiator port and service/delivery subsystem, a client:

a) sends server réquests to a remote server; and
b) receives a sérver response or a failure notification.

The server requéstiidentifies the server, the service to be performed, and includes the input data. A server
regponse conveys the output data and server request status. A failure notification indicates that a condition
hag been detected (e.g., a reset or service delivery failure) that prevents completion of the server request.

As|seen by the client, a server request becomes pending when it is passed to the SCSI initiator port for
trapsmission and completes when the server response or failure notification is transferred to the client by the
SCSTinitiator port. As seen by the server, the server request becomes pending upon receipt from the SCS
target port and completes when the server response is passed to the SCSI target port for return to the client.
As a result there may be a time skew between the server’s and client's perception of server request status
and server condition.

Client-server relationships are asymmetric. A client only originates server requests. A server only responds to
such server requests.
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The client sends a server request to a server located in another SCSI device and waits for completion that

inc

ludes transmission of the server request to the remote server and transmission of the server response from

the remote server. From the client's point of view, the behavior of a service requested from and processed in a
different SCSI device than the client is indistinguishable from a server request from and processed in the
same SCSI device as the client. The client is not required to confirm successful delivery of server request or
server response. Confirming successful delivery and detection of delivery failures is performed by the SCSI

init

iator port in cooperation with the service delivery subsystem.

4.4 The SCSI client-server model

4.4
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.1 SCSI client-server model overview

shown in figure 11, each SCSI target device provides services performed by device servers’and task
nagement functions performed by task managers. A logical unit is a class that implements one of the
vice functional models described in the SCSI command standards and processes commands (e.g., readi
m or writing to the media). Each command defines a unit of work to be performed by the logical unit thaf
y be externally referenced and controlled through requests issued to the task,manager.

\J
Q ' Logical
Unit
icati Device Service Requést
Apglllicéittlon o — - — - — T Device
Device Service Response
<0)'ce oervice he: ponse | Server
Task Management Request VR
—--—-- Romred —» Task i
|/ IgskManagement Response | Manager | | [
\___/ Nl
SCSI SCSiI
Initiator Device Target Device

Figure 11 — SCSI client-server model

requests originate frem_application clients residing within a SCSI initiator device. An application client is|
ependent of the iptereonnect and SCSI transport protocol (e.g., an application client may communicate fo
device driver and-any other code within the operating system that is capable of managing 1/0 requests
hout requiring knowledge of the interconnect or SCSI transport protocol).

described in 4.3, each request takes the form of a procedure call with arguments and a status to be
urned. An“application client may request processing of a command or a task management function through

equest directed to the device server within a logical unit. The application client request is received by th
Hressed logical unit's task manager and is processed by: T

a) that task manager if the request is a task management function (see clause 7); or
b) the device server if the request is a command (see clause 5).
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4.4.2 Synchronizing client and server changes

One way a client (e.g., application client) is informed of server (e.g., device server) changes is through the

arrival of server responses. The client notification of server changes occurs after the server has sent the
associated server response (e.g., the SCSI target device changes before invoking the Send Command

Complete SCSI transport protocol service response (see 5.4.2.4), but the application client is not informed of

the change until the Command Complete Received SCSI transport protocol service confirmation (see
5.4.2.5) arrives) The client notification of server changes also occurs after the server response has been

received by the SCSI initiator device.
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Sl transport protocols may require the SCSI target device to verify that the server response has been
eived without error before completing a change (i.e., a synchronized change). Since synchronized
hnges are not assumed or required by the SCSI architecture model, there may be a time lag between th
currence of a change within the SCSI target device and the SCSI initiator device’s awareness, 0f'that
hnge.

D

s document assumes that synchronized changes, if required by a SCSI transport protocol standard, are
orced by a service delivery subsystem transparently to the server (i.e., whenever the.server invokes a
Sl transport protocol service to return a response as described in 7.12 and 5.4, the*"SCSI architecture
del requires that the SCSI port for such a SCSI transport protocol does not return/control to the server until
server response has been delivered without error to the SCSI initiator device):

.3 Server request/response ordering

rver request transactions or server response transactions are inferder if, relative to a given pair of sending
d receiving SCSI ports, transactions are delivered in the ordenthey were sent.

ender may require control over the order in which its serverrequests or server responses are delivered|to
receiver (e.g., the sequence in which server requests arereceived is important whenever a SCSI initiafor
vice issues a series of commands with the ORDERED tasK attribute to a logical unit as described in clause 8).
his case, the order in which these commands are:completed, and hence the final condition of the logica
t, may depend on the order in which these commands are received. The SCSI initiator device may develpp
bwledge about the condition of commands and task management functions and may take action based ¢n
nature and sequence of SCSI target device responses (e.g., a SCSI initiator device should be aware that
ther responses are possible from an aberted command because the command completion response may
delivered out of order with respectto.the response to the abort request).

e manner in which ordering constraints are established is vendor specific. An implementation may deleggte
5 requirement to the application-client (e.g., the device driver). In-order delivery may be an intrinsic propefty
h service delivery subsystem-or a requirement established by the SCSI transport protocol standard.

w

e order in which task management requests are processed is not specified by the SCSI architecture mod
e SCSI architecture.model does not require in-order delivery of task management requests or processin
the task manager’in the order received. To guarantee the processing order of task management reques
nt to a specificlogical unit, an application client should not have more than one such task management
uest pending-to that logical unit.

n Q

simplify-the description of behavior, the SCSI architecture model assumes in-order delivery of server
uests\or server responses to be a property of a service delivery subsystem. This assumption does not
nstitute a requirement. The SCSI architecture model makes no assumption about and places no

re

uirement on the ordering Of server requests or server responses Tor different I_1 nexuses.
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4.5 The SCSI structural model

The SCSI structural model represents a view of the classes in a SCSI I/O system as seen by the application
clients interacting with that SCSI I/O system. As shown in figure 12, the SCSI I/O system is represented by a
SCSI Domain class. A SCSI domain contains SCSI devices (i.e., instances of the SCSI Device class) and a
service delivery subsystem (i.e., an instance of the Service Delivery Subsystem class) that transports
commands, data, task management functions, and related information. A SCSI device contains clients,
servers (see 4.4), or both and the infrastructure to support them.

SCSI Domain

Service delivery subsystem

SCSI device SCSI device SCSI device SCSI device
Y o D _ _ _ __

Figure 12 — SCSI I/O system and SCSI domain model
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4.6 SCSI classes

4.6.1 SCSI classes overview

Figure 13 shows the main classes of the SCSI domain. This document defines these classes in greater detail.

SCSI Domain
— Q
‘| ..
1 1.
Service Delivery Subsystem SCSI Device
1
0..1 ! T q 1 T 0..1 ‘
SCSI Target Device SCSI Port SCSl\Initiator Device
[ 2K
1 1 1 1 1
1 1
1.* 0..1 0..1 1.* 1.7
SCSI Target Port SCSil Initiator Port Application Client
/N N\
1 1.* 1.5 1.* 4+
routes to " 1.* 1.7
1
Task Router get identifiers Discovery
1
g "' . Reutesto Get| 1
4 * identifiers 4 *
Logical Unit
0.*
- - 1 1 1 | Communicates
Logical Unit Conglomerate with
1.*
0..1 1 1
LT e e T Devices Task Manager
0..1 Zﬁ 1.*  communicates with
|
Copy Manager send/receive ROD token

1.7

Figure 13 — SCSI Domain class diagram overview
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4.6.2 SCSI Domain class

The SCSI Domain class (see figure 14) contains the:

a) Service Delivery Subsystem class (see 4.6.3); and
b) SCSI Device class (see 4.6.4).

SCSI Domain

3T

1.*
SCSI'\Device
1
1 1.
Service Delivery Subsystem transports information between SCSI Port

1 2.7

Figure 14 — SCSI Domain class diagram

Each instance of a SCSI Domain class shall contain_the following objects:

a) one service delivery subsystem; and
b) one or more SCSI devices, each of which shall contain:
A) one or more SCSI ports.

Indtantiation requirements for the SCSI'Dévice class are also described in 4.6.4.1.

Indtantiation requirements for the SCSI Port class are also described in 4.6.5.1.

Seg figure 15 for the instantiation that contains the minimum set of objects that make up a valid SCSI domain.

: SCSI Domain
. A : SCSI Device B : SCSI Device
ATS T SCSTPort T Service Delivery Subsystem BIS : SCSIPOrT

Figure 15 — SCSI Domain object diagram

The boundaries of a SCSI domain are established by the SCSI I/O system (see 4.5) implementor, within the
constraints of a specific SCSI transport protocol and associated interconnect standards.
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4.6.3 Service Delivery Subsystem class

The Service Delivery Subsystem class (see figure 14) connects all the SCSI ports in the SCSI domain,
providing a mechanism through which clients communicate with servers.

A service delivery subsystem is composed of one or more interconnects that appear to a client or server as a
single path for the transfer of requests and responses between SCSI devices.

A service delivery subsystem is assumed to provide error-free transmission of requests and responses
between client and server. Although a client (e.g., device driver in a SCSI implementation) may perform these
trapsfers through several interactions with its STPL, the SCSI architecture model portrays each operation,
from the viewpoint of the client, as occurring in one discrete step. The request or response is considered:

a) sent by the sender when the sender passes it to the SCSI port for transmission;

b) in transit until delivered; and

c) received by the receiver when the server request or server response has been forwarded to the
receiver via the destination SCSI device's SCSI port.

4.6.4 SCSI Device class
4.6.4.1 SCSI Device class overview

The SCSI Device class (see figure 16) contains:

a) the SCSI Port class (see 4.6.5); and
b) the SCSI Initiator Device class (see 4.6.27), the SCSI Targét Device class (see 4.6.9), or both.

SCSl.Device
SCSI Device Name[0..*]

1.7 0..1 AN / 0..1

SCSI Port SCSkTarget Device \ / SCSiI Initiator Device

{Each instance of a SCSI Device
class shall contain one SCSI
target device, one SCSI

initiator device, or both}

Figure 16 — SCSI Device class diagram

Eakch-instance of a SCSI| Device class shall contain:

a) one or more SCSI ports; and
b) one SCSI target device, one SCSI initiator device, or both.

Instantiation requirements for the SCSI Port class are also described in 4.6.5.1.
Instantiation requirements for the SCSI Target Device class are also described in 4.6.9.

Instantiation requirements for the SCSI Initiator Device class are also described in 4.6.27.
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4.6.4.2 SCSI Device Name attribute

The SCSI Device Name attribute contains one or more names for a SCSI device that is world wide unique
within the SCSI transport protocol of each SCSI domain in which the SCSI device has SCSI ports. For each

su

pported SCSI transport protocol, a SCSI device shall have no more than one (i.e., zero or one) SCSI

Device Name attribute that is not in the SCSI name string format (see SPC-4). A SCSI device shall have no
more than one (i.e., zero or one) SCSI Device Name attribute in the SCSI name string format regardless of
the number of SCSI transport protocols supported by the SCSI device. If a SCSI device has a SCSI Device
Name attribute in the SCSI name string format then the SCSI device should have only one SCSI Device

Ngme atfribute. A SCSI device name shall never change and may be used for persistent identification of-a

S{SI device in contexts where specific references to initiator port names, target port names, initiator port
idgntifiers, or target port identifiers are not required.

A $CSI transport protocol standard may require that a SCSI device include a SCSI Device Name'attribute

thg SCSI device has SCSI ports in a SCSI domain of that SCSI transport protocol. The SCSI Device Name

attfibute may be made available to other SCSI devices or SCSI ports in a given SCSI domain in SCSI
trapsport protocol specific ways.

A $CSI device name for a SCSI target device may be reported in a Device Identification VPD page’s

depignation descriptor for the SCSI target device (see SPC-4). A SCSI device name-for a SCSl initiator devi

IS

eported by methods outside the scope of this document.

Additional information on identifiers and names is included in Annex A.

=N

(@]
()
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4.6.5 SCSI Port class
4.6.5.1 SCSI Port class overview

The SCSI Port class (see figure 17) contains:

a) the SCSI Target Port class (see 4.6.6);
b) the SCSI Initiator Port class (see 4.6.8); or

c) both.
SCSI Port
Relative Port Identifier[0..1]
o~ ~ 1 1 _-" -
N - P
AN < _-"
{Each instance of a SCSI Port
class shall contain one SCSI
target port, one SCSI
0.1 initiator port, or both} 0.1
SCSI Target Port SCSiI Initiator Port
Target Port Identifier[0..1] Initiator Port Identifier[0..1]
Target Port Name[0..1] Initiator Port Name[0..1]
Send Data-In() Send SCSI Command()
Receive Data-Out() Send Task Management Request()
Terminate Data Transfer() Get Initiator Port Identifier()
Send Command Complete() Get Initiator Port Name()
Task Management Function Executed()

1

Task Router

Route Command()

Route Task Management Function()

Reroute Conglomerate Command()

Reroute Conglomerate Task Management Functions()

Stop Conglomerate Task Management Functions Rerouting()

Figure 17 — SCSI Port class diagram

Each instance of a SCSI Port class shall contain:

a) one SCSI target port that shall contain:
A) one task router;

b) one SCSl initiator port; or

c) both.
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4.6.5.2 Relative Port Identifier attribute

The Relative Port Identifier attribute identifies a SCSI target port or a SCSI initiator port relative to other SCSI
ports in a SCSI target device and any SCSI initiator devices contained within that SCSI target device. A SCSI
target device may assign relative port identifiers to its SCSI target ports and any SCSI initiator ports. If relative
port identifiers are assigned, the SCSI target device shall assign each of its SCSI target ports and any SCSI
initiator ports a unique relative port identifier from 1 to 65 535. SCSI target ports and SCSI initiator ports share
the same number space.

Ex mplnc of relative port identifiers usage-areas described inthe Device ldentification \/PD. page (can

SHC-4) and the SCSI Ports VPD page (see SPC-4).

The relative port identifiers are not required to be contiguous. The relative port identifier for a SCSIport sha
nof change once assigned unless reconfiguration of the SCSI target device occurs.

4.6.6 SCSI Target Port class
4.6.6.1 SCSI Target Port class overview

The SCSI Target Port class (see figure 17) contains:

a) the Task Router class (see 4.6.7).

Indtantiation requirements for the SCSI Target Port class are described in4-6.5.1.

The SCSI Target Port class connects SCSI target devices to a service delivery subsystem.
The SCSI Target Port class is associated with the SCSI Target Device class (see figure 13).
The SCSI target port invokes:

a) the Data-In Delivered operation (see 5.4.3.2.2) of’a device server after sending data over the service
delivery subsystem;

b) the Data-Out Received operation (see 5.4.3i3.2) of a device server after receiving data over the
service delivery subsystem;

c) the Data Transfer Terminated operation (see 5.4.3.4.2) of a device server or a task manager after
terminating data transfers;

d) the Route Command operation:(See 4.6.7.2) of the task router in response to receiving a commandg
over the service delivery subsystem;

e) the Route Task Management Function operation (see 4.6.7.3) of the task router in response to
receiving a task management function over the service delivery subsystem;

f) the Nexus Loss operation (see 4.6.21.5) of a task manager in response to an |_T nexus loss (see
6.3.4);

g) the Transport Reset operation (see 4.6.21.6) of a task manager in response to a hard reset (see
6.3.2); and

h) the Powef.Loss Expected operation (see 4.6.21.7) of a task manager in response to a power loss
expected (see 6.3.5).

Additional information on target port attributes is included in Annex B.

4.6.6.2'Target Port Identifier attribute

The Target Port Identifier attribute, if any, contains a target port identifier for a SCSI target port. The target port
identifier is a value by which a SCSI target port is referenced within a SCSI domain.

If a transport protocol standard supports more than one SCSI target port within a SCSI domain, then that
transport protocol standard shall define target port identifiers. If a transport protocol standard only supports
one SCSI target port within a SCSI domain, then that transport protocol standard is not required to define
target port identifiers.

The target port identifier may be reported in a target port name designation descriptor in the Device
Identification VPD page (see SPC-4). If a SCSI target port has a target port identifier and a target port name
see SPC-4 to determine which is reported.
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4.6.6.3 Target Port Name attribute

A Target Port Name attribute, if any, contains an optional name of a SCSI target port that is world wide unique
within the SCSI transport protocol of the SCSI domain of that SCSI target port. A SCSI target port shall have
at most one name. A target port name shall never change and may be used for persistent identification of a
SCSI target port.

A SCSI transport protocol standard may require that a SCSI target port include a SCSI target port name if the
SCSI target port is in a SCSI domain of that SCSI transport protocol. The target port name may be made
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D page (see SPC-4). If a SCSI target port has a target port identifier and a target port name, sée SPC-4
ermine which is reported.

.6.4 Send Data-In operation

e Send Data-In operation implements the Send Data-In SCSI transport protocol.service request (see
.3.2.1) by sending data over the service delivery subsystem.

.6.5 Receive Data-Out operation

e Receive Data-Out operation implements the Receive Data-Out SCSt transport protocol service reques
e 5.4.3.3.1) by receiving data over the service delivery subsysten.

.6.6 Terminate Data Transfer operation

e Terminate Data Transfer operation implements the Tesminate Data Transfer SCSI transport protocol
'vice request (see 5.4.3.4.1) by terminating data transfers.

.6.7 Send Command Complete operation

e Send Command Complete operation.implements the Send Command Complete SCSI transport protoq
vice response (see 5.4.2.4) by transmiitting command complete information over the service delivery
hsystem.

.6.8 Task Management Function Executed operation

e Task Management Function Executed operation implements the Task Management Function Executeq
Sl transport protocal’service response (see 7.12.4) by transmitting task management function executed
brmation over thecservice delivery subsystem.

.7 Task Router class

.7.1 Task Router class overview

e (Jask Router class (see figure 17) routes commands and task management functions.

In some transport protocols, the task router may check for overlapped command identifiers on commands
(see 5.10).

The task router invokes:

b target port name may be reported in a target port name designation descriptor in the Device Identificatipn

to

ol

a) the Terminate Data Transfer operation (see 4.6.6.6) of a SCSI target port to terminate data transfers

for a command that it is aborting; and

b) the Send Command Complete operation ((see 4.6.6.7) of a SCSI target port to complete processing a

command.
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4.6.7.2 Route Command operation

This operation is modeled by the following procedure call:

Route Command (IN (I_T_L Nexus, Command ldentifier, CDB, Task Attribute, [CRN], [Command
Priority], [First Burst Enabled]))

Input arguments:

I T L Nexus: An identifier forthe | T L nexus routing the command (see 4.6.32.3).

Command Identifier: The numerical identifier identifying the command (see 4.6.31.3).
CDB: Command descriptor block (see 5.2).

Task Attribute: A value specifying one of the task attributes defined in 8.4. For specific
requirements on the Task Attribute argument see 8.4.

CRN: If a CRN argument is used, then all commands on an |_T_L neXus include a
CRN argument (see 5.1).

Command Priority: The priority assigned to the command (see 8.5).

First Burst Enabled: An argument specifying that a SCSI transport protaCol-specific number of byte
from the Data-Out Buffer are being delivered to.the\logical unit without waiting
for the device server to invoke the Receive Data-Out SCSI transport protocol
service.

[2)

The Route Command operation routes a command to a task manager as follows:

1) if the requirements specified by the Reroute Conglomerate’‘Command operation (see 4.6.7.4) are
met, then a command associated with a valid subsidiary logical unit is rerouted to the task manager{in
the administrative logical unit associated with that subsidiary logical unit;

2) commands associated with a valid logical unit.ar&routed to the task manager in the specified logigal
unit by invoking the SCSI Command Received-operation (see 4.6.21.2) of that task manager;

3) commands that are associated with an incorrect logical unit number in which the ADMINISTRATIVE
ELEMENT field (see 4.7.6.2) specifies an_administrative logical unit (see 4.6.11) are routed to the tagk
manager in that administrative logicalunit by invoking the SCSI Command Received operation of the
task manager in the logical unit that iS specified by setting the subsidiary element to zero (i.e., using
the algorithm described in 4.6.10)-without modifying the contents of the |_T_L nexus or the commapd
identifier to the SCSI Command Received operation; and

4) commands associated with an incorrect logical unit number are handled as described in 5.11.

4.6.7.3 Route Task Management Function operation

Thjs operation is modgeled by the following procedure call:

Route Task.Management Function (IN (Nexus, [Command Identifier], Function Identifier))

Ingut arguments:

Nexus: An identifier for the |_T nexus (see 4.6.32.2) or, identifier for the |_T_L nexus
(see 4.6.32.3).

Function Identifier: Argument encoding the task management function to be performed.

The Route Task Management Function operation routes a task management function to one or more task
managers as follows:

1) if the requirements specified by the Reroute Conglomerate Task Management Functions operation
(see 4.6.7.5) are met, then task management functions associated with a valid subsidiary logical unit
may be rerouted to the task manager in the administrative logical unit associated with that subsidiary
logical unit;

2) task management functions with a scope of:
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A) |_T_L nexus (e.g., ABORT TASK SET, CLEAR TASK SET, CLEAR ACA, LOGICAL UNIT RESET,
QUERY TASK SET, and QUERY ASYNCHRONOUS EVENT); or

B) I_T_L nexus and command identifier (e.g., ABORT TASK and QUERY TASK) associated with a
valid logical unit,

are routed to the task manager in the specified logical unit by invoking the Task Management Request
Received operation (see 4.6.21.3) of that task manager;

3) task management functions with a scope of |_T nexus (e.g., |_T NEXUS RESET) are routed to the
task manager in each logical unit by invoking the Task Management Request Received operation of
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each of those task managers; and

4) task management functions with a scope of:
A) |_T_L nexus; or
B) |_T_L nexus and command identifier,

associated with an incorrect logical unit are handled as described in 7.12.
.7.4 Reroute Conglomerate Command operation

s operation is modeled by the following procedure call:

Reroute Conglomerate Command (IN (LUN))

ut arguments:

LUN: The LUN for the administrative logicaldnitiin a logical unit conglomerate (see
4.6.10).

b processing of a Reroute Conglomerate Command operation causes the task router to reroute to the
bcified administrative logical unit (see 4.6.11) the next command received that is associated with any valid
psidiary logical unit (see 4.6.26) in the logical unit conglomerate whose administrative logical unit is
pcified by the LUN argument.

b processing of a Reroute Conglomerate Command operation causes the Route Command operation (sge
.7.2) to reroute the next received command tsing the following method:

1) the I_T_L nexus and the command_identifier pair of every command processed by the Route
Command operation is monitored-for a command that is associated with one of the valid subsidiary
logical units in the logical unit.conglomerate whose administrative logical unit is specified by the LUN
argument to the Reroute €onglomerate Command operation using the method described in 4.6.10|to
detect the LUNSs of valid,subsidiary logical units;

2) the first command aSsocCiated with a specified valid subsidiary logical unit is rerouted to the specifi¢d
administrative logical unit by invoking the SCSI Command Received operation (see 4.6.21.2) of th
administrative legical unit's task manager without modifying the contents of the |_T_L nexus or the
command identifier to the Route Command operation; and

3) after a cemmand is rerouted, no other commands are rerouted until a Reroute Conglomerate
Command operation is processed.

1%

e processing of a logical unit reset event (see 6.3.3) causes the task router to discard the task rerouting
prmation' stored for any Reroute Conglomerate Command operations that have not yet resulted in a
mmand being rerouted.

Commands that are associated with an incorrect logical unit number (see 5.11) are not affected by the
Reroute Conglomerate Command operation.

4.6.7.5 Reroute Conglomerate Task Management Functions operation

Th

is operation is modeled by the following procedure call:

Reroute Conglomerate Task Management Functions (IN (LUN))
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Input arguments:

LUN: The LUN for the administrative logical unit in a logical unit conglomerate (see
4.6.10).

Until stopped, as described in this subclause, the processing of a Reroute Conglomerate Task Management

Fu

nctions operation causes the task router to reroute to the administrative logical unit (see 4.6.11) all task

management functions received that are associated with any valid subsidiary logical unit (see 4.6.26) in the
logical unit conglomerate whose administrative logical unit is specified by the LUN argument.
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gnagement Function operation (see 4.6.7.3) to reroute received task management functions using the
owing method:

1) the |_T_L nexus and the command identifier, if any, of every task management function processed py
the Route Task Management Function operation is monitored for a task management function that]is
associated with one of the valid subsidiary logical units in the logical unit conglomerate whose
administrative logical unit is specified by the LUN argument to the Reroute Conglomerate Task
Management Function operation using the method described in 4.6.10 to detect the LUNs of valid
subsidiary logical units; and

2) any task management function associated with a specified valid subsidiarylogical unit is rerouted {o
the specified administrative logical unit by invoking the Task Management Request Received
operation (see 4.6.21.3) of that administrative logical unit's task manager without modifying the
contents of the I_T_L nexus or the command identifier, if any, to the Route Task Management
Function operation.

e rerouting of task management functions is stopped by the processing of a:

a) Stop Conglomerate Task Management Functions Rerouting operation (see 4.6.7.6); or
b) logical unit reset event (see 6.3.3).

5k management functions that are associated with an.incorrect logical unit number (see 5.11) are not
pcted by the Reroute Conglomerate Task Management Functions operation.

.7.6 Stop Conglomerate Task Management Functions Rerouting operation

s operation is modeled by the following;procedure call:

Stop Conglomerate Task Management Functions Rerouting (IN (LUN))

ut arguments:

LUN: .The LUN for the administrative logical unit in a logical unit conglomerate (see
4.6.10).

e processing of.a.Stop Conglomerate Task Management Functions Rerouting operation ends the reroutipg
ask management functions:

a) that@re associated with any valid subsidiary logical unit (see 4.6.26) in the logical unit conglomerate
whose administrative logical unit (see 4.6.11) is specified by the LUN argument; and

b)< for which rerouting was begun by a prior Reroute Conglomerate Task Management Functions
operation (see 4.6.7.5).

4.6.8 SCSI Initiator Port class

4.6.8.1 SCSI Initiator Port class overview

The SCSI Initiator Port class (see figure 17) connects SCSI initiator devices to a service delivery subsystem.

The SCSI Initiator Port class is associated with the SCSI Initiator Device class (see figure 13).


https://standardsiso.com/api/?name=e080908f93fa74483b9edf687a95fa69

ISO/IEC 14776-415:2019 © ISO/IEC 2019 -63 -

The SCSI initiator port invokes:

a) the Command Complete Received operation (see 4.6.28.2) of an application client after receiving
command complete information over the service delivery subsystem;

b) the Received Task Management Function Executed operation (see 4.6.28.3) of an application client
after receiving task management function executed information over the service delivery subsystem;
c) the Nexus Loss operation (see 4.6.28.4) of an application client in response to an |_T nexus loss (see

6.3.4); and

d) the Transport Reset operation (see 4.6.28.5) of an application client in response to a hard reset (see

Additional information on initiator port attributes is included in Annex B.
4.6.8.2 Initiator Port Identifier attribute

The Initiator Port Identifier attribute, if any, contains an initiator port identifier for a SCSI initiator port. The
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iator port identifier is a value by which a SCSI initiator port is referenced within a SCSI'domain.

transport protocol standard supports more than one SCSI initiator port within a SESI' domain, then that
hsport protocol standard shall define initiator port identifiers. If a transport protacol standard only suppor
e SCSI initiator port within a SCSI domain, then that transport protocol standard is not required to defing

e initiator port identifier is reported by methods outside the scope of this:document.
.8.3 Initiator Port Name attribute

hitiator Port Name attribute, if any, contains an optional nameof a SCSI initiator port that is world wide
que within the SCSI transport protocol of the SCSI domainrof that SCSI initiator port. A SCSI initiator pg
bl have at most one name. An initiator port name shall’never change and may be used for persistent
ntification of a SCSI initiator port.

bCS| transport protocol standard may require that'a SCSI initiator port include a SCSI initiator port namg
SCSl initiator port is in a SCSI domain of that SCSI transport protocol. The initiator port name may be
de available to other SCSI devices or SCSlports in the given SCSI domain in SCSI transport protocol
beific ways.

e initiator port name is reported bylmethods outside the scope of this document.
.8.4 Send SCSI Command-operation

e Send SCSI Command,operation implements the Send SCSI Command SCSI transport protocol servig
uest (see 5.4.2.2) by.sending a command over the service delivery subsystem.

.8.5 Send Task Management Request operation
e Send Task'Management Request operation implements the Send Task Management Request SCSI

hsport protocol service request (see 7.12.2) by sending a task management function over the service
ivery subsystem.

s

if

4.6-8.6 Get Initiator Port Identifier operation

The Get Initiator Port Identifier operation returns the Initiator Port Identifier attribute, if any, of the SCSI initiator
port to the requesting Discovery class.

4.6.8.7 Get Initiator Port Name operation

The Get Initiator Port Name operation returns the Initiator Port Name attribute, if any, of the SCSI initiator port
to the requesting Discovery class.
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4.6.9 SCSI Target Device class

The SCSI Target Device class (see figure 18) is a SCSI Device class that contains:

a) the Level 1 Hierarchical Logical Unit class (see 4.6.11); and
b) the Logical Unit Conglomerate class (see 4.6.10).

SCSI Target Device

71

Y

N

{Each instance of a SCSI

Target Device class shall

contain at least one Level

1 Hierarchical Logical Unit

class or at least one Logical

0.* Unit Conglomerate class} 01

Logical Unit Conglomerate Logical Unit LevelT Hierarchical Logical Unit

¢ JAN T Q
] 0. 1 1

{Each instance of a Level 1
Hierarchical Logical Unit
class shall contain at least
one Hierarchical Logical Unit
or at least one Management
0.* 0..* Logical Unit class}

\

Subsidiary Logical Unit Hierarchical Logical Unit

1 % 0..*
| |

Administrative Logical Unit Management Logical Uni

T

Well Known Logical Unit

Figure 18 — SCSI Target Device class diagram

Each instance of the SCSI Target Device class shall contain the following objects:

a) zero or one level 1 hierarchical logical unit that contains:
A) at least one hierarchical logical unit or management logical unit;
B) zero or more hierarchical logical units;
C) zero or more management logical units; and
D) zero or more well known logical units;
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and

b) zero or more logical unit conglomerates that contain:
A) one administrative logical unit; and
B) zero or more subsidiary logical units.

Each instance of the SCSI Target Device class shall contain at least one level 1 hierarchical logical unit or

log

ical unit conglomerate.

Instantiation requirements for the Level 1 Hierarchical Logical Unit class are also described in 4.6.11.
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tantiation requirements tor the Logical Unit class are described in 4.6.18.

e SCSI Target Device class is associated with the SCSI Target Port class (see figure 13).
.10 Logical Unit Conglomerate class

b Logical Unit Conglomerate class (see figure 18) contains:

a) the Administrative Logical Unit class (see 4.6.11); and
b) the Subsidiary Logical Unit class (see 4.6.26).

tantiation requirements for the Logical Unit Conglomerate class are described’in 4.6.9.

a) affect subsidiary logical units, if any, in the logical unit conglomérate when an administrative functig
is performed by the administrative logical unit's device server; and

b) represent the administrative logical unit and subsidiary logical units, if any, in the logical unit
conglomerate when a condition is established that affetts information returned to the application
client (e.g., unit attention coalescing (see 5.14.2)).

Mministrative functionality that affects the logical unit conglomerate is requested from outside the SCSI targ
vice (e.g., by an application client). Administrative fungtionality that represents the logical unit conglomerg
y cause information (e.g., asymmetric access state) to be transferred outside the SCSI target device (e.
AN application client).

b conditions that cause administrative functionality to be performed include:

a) requests (i.e., commands) sent:By application clients; and
b) events and requests that are outside the scope of this document (e.g., requests received from outsi
the SCSI domain).

e administrative logical unit(and all subsidiary logical units, if any, in a logical unit conglomerate shall:

a) use the logical unit.conglomerate LUN structure (see 4.7.6.2); and
b) setthe LU_CONG-pit to one in their standard INQUIRY data (see SPC-4).

e logical unit conglomerate LUN structure (see 4.7.6.2) is constructed to allow the determination of the LU
he administrative’logical unit in a logical unit conglomerate based on the LUN for a subsidiary logical unit
same logicalunit conglomerate. If the bits that specify the subsidiary logical unit in its LUN (i.e., the bits
SUBSIDIARY ELEMENT field) are set to zero, then the resulting LUN is that of the administrative logical unif]
same;logical unit conglomerate.

I eéach subsidiary logical unit within a logical unit conglomerate, the SUBSIDIARY ELEMENT field (see 4.7.6.

Mministrative functionality (see 4.6.11) provided by the device server in the\administrative logical unit may:
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each LUN, 1T any, shall be:

a) unique to that subsidiary logical unit; and
b) identical for all LUNSs for that subsidiary logical unit.
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4.6.11 Level 1 Hierarchical Logical Unit class

The Level 1 Hierarchical Logical Unit class (see figure 18 and figure 19) contains:

a) the Hierarchical Logical Unit class (see 4.6.15);

b) the Management Logical Unit class (see 4.6.16);

c) the Well Known Logical Unit class (see 4.6.17); and

d) the Level 2 Hierarchical Logical Unit class (see 4.6.12).

Level 1 Hierarchical Logical Unit

1 Q

1 0. 1

Level 2 Hierarchical Logical Unit

0.1 0.* 0..1

Level 3 Hierarchical Logi¢al Unit

1 Q
0.1 | ¢« 0.1

Level 4 Hierarchical Logical Unit

0..1 0..1

~
~<
-~

\\ //

{Each instance of a Level 1 Hierarchical Logical Unit class, Level 2
Hierarchical Logical Unit class, Level 3 Hierarchical Logical Unit
class; and Level 4 Hierarchical Logical Unit class shall contain at
0.* least one hierarchical logical unit or at least one well known logical
unit}

Hierarchical Logical Unit

0..*

T

Management Logical Unit

T

Well Known Logical Unit

Figure 19 — Level 1 Hierarchical Logical Unit class

Each instance of a Level 1 Hierarchical Logical Unit class shall contain the following objects:

a) at least one hierarchical logical unit or management logical unit;
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b) zero or more hierarchical logical units;

c) zero or more management logical units;

d) zero or more well known logical units;

e) zero or more level 2 hierarchical logical units;

f) zero or more level 3 hierarchical logical units; and
g) zero or more level 4 hierarchical logical units.

Each instance of a Level 2 Hierarchical Logical Unit class shall contain the following objects:

at least one hierarchical logical unit or management logical unit;

(=¥

[=F|

Higrarchical logical units, management logical units, andwell known logical units at each level in the

hig

All
kn

clignt (e.g., by the use of SCCt2)configuration commands (see SCC-2)).

Wi
thd

zero or more hierarchical logical units;

zero or more management logical units;

zero or more well known logical units;

zero or more level 3 hierarchical logical units; and
f) zero or more level 4 hierarchical logical units.

o O OO
—_——— =

ch instance of a Level 3 Hierarchical Logical Unit class shall contain the following objegts:

at least one hierarchical logical unit or management logical unit;
zero or more hierarchical logical units;

zero or more management logical units;

zero or more well known logical units; and

zero or more level 4 hierarchical logical units.

O QO O T QO
—_——_——

ch instance of a Level 4 Hierarchical Logical Unit class shall contain the following objects:

at least one hierarchical logical unit or management logicaltunit;
zero or more hierarchical logical units;

zero or more management logical units; and

zero or more well known logical units.

QO 0O T O
= —

rarchical LUN structure are referenced by one of the’following address methods:

a) peripheral device address method (see 4.7.7.2);

b) flat space addressing method (see 4./47.3);

c) logical unit addressing method (see 4.7.7.4); or

d) extended logical unit addressingmethod (see 4.7.7.5).

LUNSs, except LUN O (see 4.7.4), default to vendor specific values. All addressable entities, except well
bwn logical units (see 4.6.17),.may default to vendor specific values or may be defined by an application

thin the hierarchical LUN structure there may be SCSI devices each of which contain a SCSI target device
t:

a) has multiple/logical units that are accessible through SCSI target ports in one SCSI domain; and
b) transfers)S€SI operations to a SCSI target device in another SCSI domain through a SCSI initiato
device and its associated SCSI initiator ports.

en usingthe peripheral device addressing method or the logical unit addressing method the SCSI domaihs

When using the peripheral device addressing method or the logical unit addressing method SCSI devices
shall assign a bus number of zero to all the logical units within the SCSI target device that are not connected
to another SCSI domain.

4.6.12 Level 2 Hierarchical Logical Unit class

The Level 2 Hierarchical Logical Unit class (see figure 19) contains:

a) the Hierarchical Logical Unit class;
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b) the Management Logical Unit class;
c) the Well Known Logical Unit class; and
d) the Level 3 Hierarchical Logical Unit class (see 4.6.13).

tantiation requirements for the Level 2 Hierarchical Logical Unit class are described in 4.6.11.

The Level 2 Hierarchical Logical Unit class is at level 2 within the hierarchical LUN structure.

All

hierarchical logical units, management logical units, and well known logical units contained within a level 2

hierarchical logical unit shall have a Dependent Logical Unit attribute (see 4.6.18.4).
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.13 Level 3 Hierarchical Logical Unit class

e Level 3 Hierarchical Logical Unit class (see figure 19) contains:

a) the Hierarchical Logical Unit class;

b) the Management Logical Unit class;

c) the Well Known Logical Unit class; and

d) the Level 4 Hierarchical Logical Unit class (see 4.6.14).

tantiation requirements for the Level 3 Hierarchical Logical Unit class are described in 4.6.11.

e Level 3 Hierarchical Logical Unit class is placed at level 3 within the hierarchical LUN structure.
hierarchical logical units, management logical units, and well known logical units contained within a leve
rarchical logical unit shall have a Dependent Logical Unit attribute (see 4.6.18.4).

.14 Level 4 Hierarchical Logical Unit class

e Level 4 Hierarchical Logical Unit class (see figure 19) contains:

a) the Hierarchical Logical Unit class;
b) the Management Logical Unit class; and
c) the Well Known Logical Unit class.

tantiation requirements for the Level 4 Hierarehical Logical Unit class are described in 4.6.11.

e Level 4 Hierarchical Logical Unit class is*placed at level 4 within the hierarchical LUN structure.
hierarchical logical units, managementiogical units, and well known logical units contained within a leve
rarchical logical unit shall have a. Dependent Logical Unit attribute (see 4.6.18.4).

.15 Hierarchical Logical Unit class

e Hierarchical Logical Unit class (see figure 20) is a Logical Unit class (see 4.6.18) with the additional
bracteristics defined.ib/this subclause.

e Hierarchical L‘ogical Unit class (see figure 20) may be substituted with:

a) the Management Logical Unit class (see 4.6.16); or
b) theWell Known Logical Unit class (see 4.6.17).

lo

Ag]\ierarchical logical unit is contained in a level 1 hierarchical logical unit (see 4.6.11), level 2 hierarchical

icahunit (see 4.6.12), level 3 hierarchical logical unit (see 4.6.13), or level 4 hierarchical logical unit (se€

4.67T4).

A hierarchical logical unit:

a) shall have one or more LUNSs; and
b) may have a Dependent Logical Unit attribute (see 4.6.18.4).

4.6.16 Management Logical Unit class

The Management Logical Unit class (see figure 20) is a Hierarchical Logical Unit class (see 4.6.15) with the
additional characteristics defined in this subclause.
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A management logical unit:

a) shall support access to management functions (see FCP-4); and
b) may support other features only for the purposes of device management.

4.6.17 Well Known Logical Unit class

The Well Known Logical Unit class (see figure 20) is a Management Logical Unit class (see 4.6.15) with the
additional characteristics defined in this subclause.

W¢ll ' known Togical units are addressed using the well known Togical unit addressing method (see 4.7.7.5.2)
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ended logical unit addressing (see 4.7.7.5). Each well known logical unit has one W-LUN. W-LUN valug
defined in SPC-4.

SCSiI target port receives a command or a task management function specifying a W-LUN and’the wel
bwn logical unit specified by the W-LUN does not exist, the task router shall follow the rules\for processi
incorrect logical unit number described in 5.11 and 7.12.

vell known logical unit shall support all the commands defined for it.
cess to well known logical units shall not be affected by access controls (see SPC-4).
well known logical units:

a) shall not have logical unit names; and
b) shall identify themselves using the SCSI device names of the SCSI device in which they are
contained.

bCSI target device may have multiple SCSI device names if thenSCSI target device supports multiple SG
hsport protocols (see 4.6.9).

e name used to identify the well known logical unit is indicated in the Device Identification VPD pages
signation descriptor for SCSI target devices (see SPC-4).

.18 Logical Unit class
.18.1 Logical Unit class overview

e Logical Unit class (see figure 20)-ceontains:

a) the Device Server class (see 4.6.19);

b) the Task Manager class{see 4.6.21);

c) the Copy Manager class (see 4.6.20); and
d) the Task Set class\(see 4.6.22).

e Logical Unit class\(see figure 20) may be substituted with:

a) the Hierarchical Logical Unit class (see 4.6.15);

b) the Management Logical Unit class (see 4.6.16);

c) thedWVell Known Logical Unit class (see 4.6.17);

d) the-Administrative Logical Unit class (see 4.6.25); or
e)< the Subsidiary Logical Unit class (see 4.6.26).

of
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Logical Unit
LUN[
Logical Unit Name[0..*]
Dependent Logical Unit[0..1]
Device Type[1]
L I/ ¢ ¢ - JAVAN
1 4 1 1
Device Server Task Manager
Data-In Delivered() SCSI Command Received()
Data-Out Received() Task Management Request Received()
Data Transfer Terminated() | |Data Transfer Terminated()
Nexus Loss()
1 1 Transport Reset()
Gets Power Loss Expected()
Command ] 1 ¢
from 1 1
1
1..* 1 * 1"*
Task Set
0.* 1 1.*
Command Gets
| T_L Nexus[1] fcomma”d o1
Command Identifier[1] rom " 0.1
Task Attribute[1] 0.1
CDBI[1
CRN[[O] 1] Copy Manager Administrative Logical Unit
C d Priority[0..1 LUN[1..7]
S;Er:[j? riority(0..1] Create ROD Token()
Sense Data[01] Process ROD TOken()
Sense Data Length[@:-1] Subsidiary Logical Unit
Service Response€[0::1] LUNJO..”]
Status Qualifierf0,.1] Binding[1] = bound, unbound
First Burst Enabled[0..1] Host Bind Identifier[0..*]
Device Seérver Buffer[0..1] |
szll:(;asttlanyti“g;LEE:f]e r Offset(1] 0..* Hierarchical Logical Unit
Delivery Result[1] LUN[1.."]

Task Management Function

—H

Function Identifier[1] Management Logical Unit
I_T Nexus|0..1]
|_T L Nexus[0..1]
Service Response[1]
Additional Response Information[0..1] Well Known Logical Unit
Command Identifier[0..1] LUN[1]

4[>

Figure 20 — Logical Unit class diagram
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Each instance of a Logical Unit class shall contain the following objects:

a) one device server;

b) one task manager that shall contain:
A) zero or more task management functions;

C) zero or one copy manager; and

d) one or more task sets each of which shall contain:
A) zero or more commands.

The logical unit is the class to which commands are sent. One of the logical units within the SCSI target device

shall be accessed using the LUN 0 or the REPORT LUNS well known Togical unit.

otherwise specified by the applicable command standard.

If the portion of the logical unit inventory that consists of subsidiary logical units changes:for any reason (e.
removal of a subsidiary logical unit or creation of a subsidiary logical unit), then each subsidiary logical uni
deyice server in a logical unit conglomerate whose subsidiary logical unit inventery-has changed shall
esfablish a unit attention condition (see 5.14) for the SCSI initiator port associated with every |_T nexus, w
thg additional sense code set to REPORTED LUNS DATA HAS CHANGED unless otherwise specified by t
applicable command standard. The unit attention conditions are coalesced-as described in 5.14.2.

D4ta, if any, contained within a logical unit may be duplicated in whole‘er part on a different logical unit. Th
symchronization of that data between multiple logical units is outside‘the scope of this document.

.6.18.2 LUN attribute

The LUN attribute identifies the logical unit within a SC3ltarget device when accessed by a SCSI target pg
If gny logical unit within the scope of a SCSI target device includes one or more hierarchical logical units w
a Dependent Logical Unit attribute (see 4.6.18.4) in,its composition, then all LUNs within the scope of the
S(SI target device, not contained in a logical unit conglomerate (see 4.6.10), shall have the format describ
.7.6.3.

any logical unit contained in a logical(unit conglomerate, the LUNSs, if any, associated with that logical u
Il have the format described in 4.7.6.2.

ere are no hierarchical logical‘units with a Dependent Logical Unit attribute and no logical unit
glomerates within the scope of the SCSI target device, then all LUNs should have the format described
5.

64-bit or 16-bit quantity called a LUN is the value assigned to the LUN attribute defined by this docume
fields containing’thie acronym LUN that compose the LUN attribute are historical nomenclature
malies, not LUN attributes. LUN attributes having different values represent different LUNs, regardless
implicationsto the contrary in 4.7 (e.g., LUN 00000000 00000000h is a different LUN from LUN 400000
00000hand LUN O0OFF0000 00000000h is a different LUN from LUN 40FF0000 00000000h).

multiplicity of the LUN attribute is specified by the Administrative Logical Unit class (see 4.6.11),
sidiary Logical Unit class (see 4.6.26), Hierarchical Logical Unit class (see 4.6.15), and Well Known

1%

—

hi

n

of
DO

gical Unit class (see 4.6 17)

See 4.7 for a definition of:
a) the construction of LUNs to be used by SCSI target devices; and
b) incorrect logical unit numbers.

4.6.18.3 Logical Unit Name attribute

The Logical Unit Name attribute identifies a name for a logical unit that is not a well known logical unit. A
logical unit name shall be world wide unique. A logical unit name shall never change and may be used for
persistent identification of a logical unit.
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Logical unit name(s) are required as follows:

a) one or more logical unit names if the logical unit is not a well known logical unit; or
b) zero logical unit names if the logical unit is a well known logical unit.

The name used to identify the logical unit is reported in the logical unit name designation descriptor in the
Device Identification VPD page (see SPC-4).

4.6.18.4 Dependent Logical Unit attribute

The Dependent Logical Unit atfribute identifies a hierarchical Togical unit that is:

a) addressed within a hierarchical LUN structure when that hierarchical logical unit resides at adewer|
numbered level in the hierarchy (i.e., when more than one level of hierarchy is used, no hierarchical
logical unit within level 1 contains a Dependent Logical Unit attribute while all hierarchical logical unjts
within level 2, level 3, and level 4 do contain a Dependent Logical Unit attribute); or

b) addressed with the logical unit addressing method (see 4.7.7.4) via another logical‘\Unit at the sam
numbered level in the hierarchy.

4

Anly instance of a Hierarchical Logical Unit class that contains a Dependent Logical Unit attribute shall utilize
thg hierarchical LUN structure defined in 4.7.6.3. If any hierarchical logical unit within a SCSI target device
indudes a Dependent Logical Unit attribute, then:

a) all hierarchical logical units within the SCSI target device shall fortmat all LUNs as described in 4.76;
and
b) LUN O, if any, or the REPORT LUNS well known logical unit, if-any, (see SPC-4) shall set the HISUp
bit to one in the standard INQUIRY data.

4.6.18.5 Device Type attribute

The Device Type attribute identifies the device type (e:@»direct access block device or sequential-access
deyice) implemented by the logical unit as specified by the PERIPHERAL DEVICE TYPE field in the standard
INQUIRY data (see SPC-5) and VPD parameters (see command standards and protocol standards).

4.6.19 Device Server class
4.6.19.1 Device Server class overview

The Device Server class (see figute 20) processes commands (see 4.6.23) from the task set (see 4.6.22).
The Device Server class may be substituted with the Copy Manager class (see 4.6.20).
ThE device server invokes:

a) the Send Data*In operation (see 4.6.6.4) of a SCSI target port to send data to the data-in buffer;
b) the Receive)Data-Out operation (see 4.6.6.5) of a SCSI target port to receive data from the data-opt
buffer;
c) thederminate Data Transfer operation (see 4.6.6.6) of a SCSI target port to terminate data transfefs
for-a command that it is aborting; and
d)< the Send Command Complete operation (see 4.6.6.7) of a SCSI target port to complete processing a
command.

4.6.19.2 Data-In Delivered operation

The Data-In Delivered operation implements the Data-In Delivered SCSI transport protocol service
confirmation (see 5.4.3.2.2) by completing processing of sent data.

4.6.19.3 Data-Out Received operation

The Data-Out Received operation implements the Data-Out Received SCSI transport protocol service
confirmation (see 5.4.3.3.1) by completing processing of received data.
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4.6.19.4 Data Transfer Terminated operation

The Data Transfer Terminated operation implements the Data Transfer Terminated SCSI transport protocol

service confirmation (see 5.4.3.4.2) by completing processing of a data transfer termination.

4.6.20 Copy Manager class

4.6.20.1 Copy Manager class overview
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e Copy Manager class (see figure 20) 1s a kind of application client and a kind of device server (see figu
that processes third-party copy commands (see SPC-4) from the task set (see 4.6.22) and their
bociated copy operations (see SPC-4).

.20.2 Create ROD Token operation

e Create ROD Token operation creates a ROD token (see SPC-4) and returns it to anyapplication client
epresentation of specified data that may be exchanged with other application clients;

.20.3 Process ROD Token operation

e Process ROD Token operation converts a ROD token (see SPC-4) received from an application client
b the data represented by the ROD token.

.21 Task Manager class
.21.1 Task Manager class overview

e Task Manager class (see figure 20) contains:
a) the Task Management Function class (see 4:6.24).
tantiation requirements for the Task Manager class are described in 4.6.18.1.
tantiation requirements for the Task Manager class are also described in 4.6.18.1.
e Task Manager class (see figure 20).processes task management functions (see 4.6.24).
e task manager invokes:

a) the Terminate Data Transfer operation (see 4.6.6.6) of a SCSI target port to terminate data transfe
for a command thatthe-task manager is aborting;

b) the Task Management Function Executed operation (see 4.6.6.8) of a SCSI target port to completg
processing a task-management function;

c) the Terminate-Data Transfer operation (see 4.6.6.6) of a SCSI target port to terminate data transfe
for a comfmand that it is aborting; and

d) the Send.Command Complete operation (see 4.6.6.7) of a SCSI target port to complete processing
command.

.2142'SCSI Command Received operation

[e

Th

service indication (see 5.4.2.3).

To

process the SCSI Command Received operation, the task manager creates a command (see 4.6.23)

based on the |_T_L Nexus argument, Command Identifier argument, CDB argument, Task Attribute
argument, CRN argument, Command Priority argument, and First Burst Enabled argument and places the
command into a task set (see 4.6.22).

e SCSI Command Received operation implements the SCsSl Command Received SCST transport protocol
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4.6.21.3 Task Management Request Received operation

The Task Management Request Received operation implements the Task Management Request Received
SCSi transport protocol service indication (see 7.12.3).

To process the Task Management Request Received operation, the task manager creates a task
management function (see 4.6.24) based on the |_T_L Nexus argument, |_T Nexus argument, Command
Identifier argument, and Function Identifier argument.

4.6.21.4 Data Transfer Terminated operation

The Data Transfer Terminated operation implements the Data Transfer Terminated SCSI transport protoco
sefvice confirmation (see 5.4.3.4.2) by completing processing of a data transfer termination.

4.6.21.5 Nexus Loss operation

The Nexus Loss operation implements the Nexus Loss SCSI transport protocol service‘indication (see 6.42)
by|processing an |_T nexus loss (see 6.3.4).

4.6.21.6 Transport Reset operation

The Transport Reset operation implements the Transport Reset SCSI transport protocol service indication
(sge 6.4.3) by processing a hard reset (see 6.3.2).

4.6.21.7 Power Loss Expected operation

The Power Loss Expected operation implements the Power Loss Expected SCSI transport protocol service
indication (see 6.4.4) by processing a power loss expected (See 6.3.5).

4.6.22 Task Set class

The Task Set class (see figure 20) contains:

a) the Command class (see 4.6.23).

Indtantiation requirements for the Task Set class are described in 4.6.18.1.

Indtantiation requirements for the Jask Set class are also described in 4.6.18.1.

The interactions among the cammands in a task set are determined by the requirements for task set
mgnagement specified in clause 8 and the ACA requirements specified in 5.9. The number of task sets p¢r
lodical unit and the boundaries between task sets are governed by the TST field in the Control mode page (sge
SHC-4).

4.6.23 Command.class

4.6.23.1 Command class overview

The €ommand class (see figure 20) represents a request to a logical unit to do work.

The command persists until a JEVICE SErver, a task manager, or a task router INVokes the send Command
Complete operation (see 4.6.6.7). For an example of the processing for a command see 5.7.

4.6.23.2 I_T_L Nexus attribute
The |_T_L Nexus attribute contains an identifier that represents the |_T_L nexus through which the command
was received.

The Command class constructs the |_T_L Nexus attribute using the following attributes:

a) Initiator Port Identifier (see 4.6.8.2);
b) Target Port Identifier (see 4.6.6.2); and
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c) LUN (see 4.6.18.2).

4.6.23.3 Command ldentifier attribute

The Command Identifier attribute contains the identifier of the command (see 4.6.31.3).

4.6.23.4 Task Attribute attribute

A Task Attribute attribute (see 8.4) contains the task attribute (e.g., SIMPLE task attribute, ORDERED task
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[ibute, HEAD OF QUEUE task attribute, ACA task attribute) of a command.
.23.5 CDB attribute

e CDB attribute contains a CDB (see 5.2 and SPC-4) that defines the work to be performed.by a logical
.

.23.6 CRN attribute

e CRN attribute, if any, contains the CRN of the command (see 5.1).

.23.7 Command Priority attribute

e Command Priority attribute, if any, contains the priority of the command (see 8.5).

.23.8 Status attribute

b Status attribute contains the status for the completed command (see 5.3).

.23.9 Sense Data attribute

e Sense Data attribute, if any, contains the sense data for the completed command (see 5.13).
.23.10 Sense Data Length attribute

e Sense Data Length attribute, if ahy) contains the length of the sense data for the completed command
e 5.13).

.23.11 Service Response attribute
e Service Responsedattribute, if any, contains the service response for the completed command (see 5.1
.23.12 Status.Qualifier attribute

e Status Qualifier attribute, if any, contains additional status information for the completed command (se
.2 and$:4.2.5).

.23:13 First Burst Enabled attribute

~

w

The First Burst Enabled attribute, if any, specifies that first burst for the command is enabled (see 5.4.3).

4.6.23.14 Device Server Buffer attribute

The Device Server Buffer attribute, if any, contains the Device Server Buffer argument used for Send Data-In
procedure calls (see 5.4.3.2.1) and Receive Data-Out procedure calls (see 5.4.3.3.1).
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4.6.23.15 Application Client Buffer Offset attribute

The Application Client Buffer Offset attribute contains the Application Client Buffer Offset argument used for
Send Data-In procedure calls (see 5.4.3.2.1) and Receive Data-Out procedure calls (see 5.4.3.3.1).

4.6.23.16 Request Byte Count attribute

The Request Byte Count attribute contains the Request Byte Count argument used for Send Data-In
procedure calls (see 5.4.3.2.1) and Receive Data-Out procedure calls (see 5.4.3.3.1).

4.6.23.17 Delivery Result attribute

The Delivery Result attribute contains the Delivery Result argument from a Data-In Delivered procedure call

(sge 5.4.3.2.2) or a Data-Out Received procedure call (see 5.4.3.3.2).
4.6.24 Task Management Function class
4.6.24.1 Task Management Function class overview

The Task Management Function class (see figure 20) represents a SCSI task mahagement function (see
clquse 7).

The task management function persists until a task manager invokes the Task Management Function
Exgcuted operation (see 4.6.6.8). For an example of the processingfor-a task management function see 7./13.
4.6.24.2 Function Identifier attribute

The Function Identifier attribute contains the function identifier (see 7.12).
4.6.24.3 |_T Nexus attribute

The |_T Nexus attribute contains an identifier that represents the |_T nexus affected by the task management
furjction (see table 55).

The Task Management Function class constructs the |_T nexus attribute using the following attributes:
a) |Initiator Port Identifier (see 4.6:8.2); and

b) Target Port Identifier (see'4.6.6.2).

4.6.24.4 |_T_L Nexus attribute

o

The |_T_L Nexus attribute contains an identifier that represents the |_T_L nexus, if any, affected by the tas
mgnagement function(see table 55).

The Task Managément Function class constructs the |_T_L Nexus attribute using the following attributes:

a) Initiator Port Identifier (see 4.6.8.2);
b) , TFarget Port Identifier (see 4.6.6.2); and
c) “\LUN (see 4.6.18.2).

4.6.24.5 Command ldentifier attribute

The Command Ildentifier attribute, if any, contains the command identifier of the command affected by the task
management function (see table 55).

4.6.24.6 Service Response attribute

The Service Response attribute contains the service response for the completed task management function
(see 7.12.4).
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4.6.24.7 Additional Response Information attribute

The Additional Response Information attribute, if any, contains any additional response information for the
task management function (see clause 7).

4.6.25 Administrative Logical Unit class

4.6.25.1 Administrative Logical Unit class overview
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e Administrative Logical Unit class is a Logical Unit class (see 4.6.18) with the additional characteristics
ined in 4.6.11.

e administrative functionality provided by an administrative logical unit shall not affect logical units outsiqg
logical unit conglomerate.

administrative logical unit shall have one or more LUNSs.
administrative logical unit shall not:

a) contain the Dependent Logical Unit attribute (see 4.6.18.4); or
b) be a well known logical unit (see 4.6.17).

.25.2 Rerouted commands and task management functions
.25.2.1 Overview

E task router (see 4.6.7) may route a command or task management function from subsidiary logical uni
he administrative logical unit for the following reasons:

a) the command is associated with a subsidiary logical Unit that is not valid (see 4.6.25.2.2);

b) the rerouting of a command was requested by.the’administrative logical unit (see 4.6.25.2.3); and

c) the rerouting of all task management functions 'was requested by the administrative logical unit (se
4.6.25.2.4).

e administrative logical unit's device serverand task manager shall monitor the |_T_L Nexus argument a
mmand identifier, if any, for each received command and task management function to detect the delive
h command or task management function that is associated with a subsidiary logical unit.

.25.2.2 Commands rerouted due to incorrect logical unit selection

sk router processing causes’‘an administrative logical unit's device server to receive a command
sociated with an incorreet logical unit number for a subsidiary logical unit (see 4.6.7.2), then the device
ver:

a) shall terminate the command with CHECK CONDITION status, with the sense key set to ILLEGAL|
REQUEST,“and with the additional sense code set to SUBSIDIARY LOGICAL UNIT NOT
CONFIGURED;

b) shalkignore the value of the NACA bit in the CDB; and

c) , shall not establish an ACA condition in the administrative logical unit based on the delivery of a
CHECK CONDITION related to an incorrect logical unit number for a subsidiary logical unit.

e

(s

[¢]

4.6.25.2.3 Command rerouting in response to an administrative logical unit request

An administrative logical unit may manage its logical unit conglomerate (e.g., for unit attention coalescing (see
5.14.2)) by requesting the task manager reroute to the administrative logical unit's device server one
command that an application client sends to a device server in one of the subsidiary logical units. The
administrative logical unit's device server causes one command to be rerouted by invoking the Reroute
Conglomerate Command operation (see 4.6.7.4) in the task router (see 4.6.7).
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If a command associated with a subsidiary logical unit is rerouted as a result of the processing of a Reroute
Conglomerate Command operation, then the administrative logical unit's device server processes the
command as follows:

a)

if:
A)

B)

the command is allowed to terminate with CHECK CONDITION status (e.g., commands other
than the INQUIRY command);

the subsidiary logical unit with which the command is associated is not in a condition that requires

the return of a status that has a higher status precedence (see 5.3.3) than that of the highest

4.6

An
5.1
md

su

then the administrative logical unit's device server shall:

A)
B)

C)
or
if:
A)

B)

then the administrative logical unit's device server:

1)
2)

adminjstrative logical unit may manage its logical unit conglomerate (e.g., for unit attention coalescing (s
4.2))by-requesting the task manager to reroute to the administrative logical unit's task manager zero orj
re-task management function requests that an application client sends to a task manager in any of the
psidiary logical units. The administrative logical unit's device server causes zero or more task managems

prnr‘ndnnr\n unit attention (cnn 514 1) inthe administrative device server's coalesced unit

attentions queue (see 5.14.2); and

the subsidiary logical unit with which the command is associated does not have a unit attention

condition in its queue that has a higher unit attention precedence (see 5.14.1) than that of the
highest precedence unit attention in the administrative device server's coalesced unit.attention
queue,

not begin processing for the command;

terminate the command with CHECK CONDITION status and set the Sense data to indicate th
appropriate logical unit conglomerate condition (e.g., a unit attentieh/condition); and

if the NACA bit is set to one in the CDB (see 5.2), then establish amACA condition (see 5.9) for t
subsidiary logical unit associated with the command;

the command is not allowed to terminate with CHEGK'CONDITION status (e.g., an INQUIRY
command);

the subsidiary logical unit with which the command is associated is in a condition that requires t
return of a status that has a higher status precedence (see 5.3.3) than that of the highest
precedence unit attention condition (see\5.14.1) in the administrative device server's coalesce
unit attentions queue (see 5.14.2); or

the subsidiary logical unit with whichithe command is associated has a unit attention condition
its queue that has a higher unit attention precedence (see 5.14.1) than that of the highest
precedence unit attention condition in the administrative device server's coalesced unit attentio
queue,

shall invoke the Route Command operation (see 4.6.7.2) to route the command to the correct
subsidiary logical unit; and

may invoke.the Reroute Conglomerate Command operation (see 4.6.7.4) to request that the ta
router reroute another command associated with a subsidiary logical unit.

.25.2.4 Taskémanagement function rerouting in response to an administrative logical unit requestt
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function requests to be rerouted by invoking the following task router operations:

a)

b)

Reroute Conglomerate Task Management Functions operation (see 4.6.7.5) to begin the rerouting of
task management function requests, if any; and

Stop Conglomerate Task Management Functions Rerouting operation (see 4.6.7.6) to stop the
rerouting of task management function requests.


https://standardsiso.com/api/?name=e080908f93fa74483b9edf687a95fa69

ISO/IEC 14776-415:2019 © ISO/IEC 2019 -79 -

If a

task management function request associated with a subsidiary logical unit is rerouted as a result of the

processing of a Reroute Conglomerate Task Management Functions operation, then the administrative logical
unit's task manager processes the task management function as follows:

a) if the task management function is a QUERY ASYNCHRONOUS EVENT, then the administrative
logical unit's task manager shall process the QUERY ASYNCHRONOUS EVENT as described in
7.10; or

b) if the task management function is not a QUERY ASYNCHRONOUS EVENT (see 7.10), then the
administrative logical unit's task manager shall cause the task management function to be processed

4.6

4.6

The Subsidiary Logical Unit class is a Logical Unit class (see 4.6.18) with the additional’characteristics
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by invoking-the Task Management Reguest Received operation(see 4.6.21.3) in the task-manager of
J =4 J - Ll \ 7 J

the subsidiary logical unit associated with the task management function.
.26 Subsidiary Logical Unit class

.26.1 Subsidiary Logical Unit class overview

ined in 4.6.26.
ubsidiary logical unit:

a) may be contained in one or more logical unit conglomerates (see 4.6:10); and
b) has zero or more LUNs.

subsidiary logical unit has no LUNSs:

a) the task sets are empty (i.e., contain no commands); and
b) the task manager contains no task management functions.

ubsidiary logical unit shall not:
a) contain the Dependent Logical Unit attribute (se€4.6.18.4); or
b) be a well known logical unit (see 4.6.17).

.26.2 Binding attribute

e Binding attribute identifies a Subsidiary-Logical Unit class as:

a) bound (i.e., has a relationship between a subsidiary logical unit, an administrative logical unit, and an
application client identified by a host bind identifier as defined in SPC-5); or
b) unbound (i.e., has no assigned relationship between a subsidiary logical unit, an administrative logi¢al
unit, and an application-Client as defined in SPC-5).

.26.3 Host Bind Identifier attribute

e Host Bind Identifier attribute identifies the relationships, if any, between a subsidiary logical unit, an
ministrative logical unit, and an application client as described in SPC-5.



https://standardsiso.com/api/?name=e080908f93fa74483b9edf687a95fa69

-80 - ISO/IEC 14776-415:2019 © ISO/IEC 2019

4.6.27 SCSiI Initiator Device class

A SCSI Initiator Device class (see figure 21) is a SCSI Device class that contains:

a) the Application Client class (see 4.6.28); and
b) the Discovery class (see 4.6.32).

SCSI Initiator Device

*
1 1
0.
Application Client
¢ ? ZAN
1 1 1 1..*
puts application client get
commands into nekus

1

1 1.% !

Discovery
|_T Nexus[1..¥]
|_T L Nexus[1..%]
1 Return |_T Nexus()
0.* Return |_T_L Nexus()

Application Client Task Set

0.*

Application Client Command
I_T_L Nexus[1]
Command Identifier[1]

Application Client Task Management Function

Function Identifier[1]
|_T Nexus[0..1]

CDBI[1] |_T L Nexus|[0..1]
Task Attribute[1] Command Identifier[0..1]
Status|[1] Service Response|[1]

Service Response[1]
Data-In Buffer[0.:1]
Data-In Buffer-Size[0..1]
Data-Out Buffer[0..1]
Data-QutBuffer Size[0..1]
CRNI0-.1]

Command Priority[0..1]
First Burst Enabled[0..1]

Additional Response Information[0..1]

Sense nnfn[ﬂ ’I]

Sense Data Length[0..1]
Status Qualifier[0..1]

Figure 21 — SCSiI Initiator Device class diagram

Each instance of a SCSI Initiator Device class shall contain the following objects:

a) one discovery; and
b) one or more application clients that contain:
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A) zero or more application client task management functions; and
B) one application client task set that contains:
a) zero or more application client commands.

The SCSI Initiator Device class is associated with the SCSI Initiator Port class (see figure 13).
4.6.28 Application Client class

4.6.28.1 Application Client class overview

An[ Application Client class (see figure 21) contains:

a) the Application Client Task Management Function class (see 4.6.29); and
b) the Application Client Task Set class (see 4.6.30).

The Application Client class may be substituted with the Discovery class (see 4.6.28).
Indtantiation requirements for the Application Client class are described in 4.6.27.
Indtantiation requirements for the Application Client Task Set class are described in 4.6:27.
An|application client originates a command by:

a) requesting |_T L nexus information for that application client command by invoking the Return |_T| L
Nexus operation (see 4.6.32.5) of the Discovery class;

b) creating an application client command (see 4.6.31) and placing.that application client command irjto
the application client task set; and

c) invoking the Send SCSI Command operation (see 4.6.8.4)of a SCSI initiator port.

The application client deletes an application client command from the application client task set after
determining that the command has completed according toithe command lifetime rules in 5.5 (e.g., processipg
thg Command Complete Received operation).

Anlapplication client originates a task management function by:

a) requesting |_T_L nexus information or | {T*nexus information for that application client task
management function by invoking the-Return I_T Nexus operation (see 4.6.32.4) or the Return |_T| L
Nexus operation (see 4.6.32.5) of the’Discovery class;

b) creating an application client task_ management function (see 4.6.29); and

c) invoking the Send Task Management Request operation (see 4.6.8.5) of a SCSI initiator port.

A

The application client deletes an.application client task management function after determining that the tas
mgnagement function has comipleted according to the task management function lifetime rules in 7.11 (e.qg|,
prgcessing the Received Task/Management Function Executed operation).

The application client may-request processing of a task management function for:

=

a) alogical unitthrough a request directed to the task manager within the logical unit; or
b) all logicabunits known by a task router through a request directed to the task router within the SCS
target ‘port.

The interactions between the task manager, task router, and the application client when a task management
request is processed are shown in 7.13.

4.6.28.2Command Complete Received operation

The Command Complete Received operation implements the Command Complete Received SCSI transport
protocol service confirmation (see 5.4.2.5) by completing the processing of a command.

4.6.28.3 Received Task Management Function Executed operation
The Received Task Management Function Executed operation implements the Received Task Management

Function Executed SCSI transport protocol service confirmation (see 7.12.5) by completing the processing of
a task management function.
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4.6.28.4 Nexus Loss operation

The Nexus Loss operation implements the Nexus Loss SCSI transport protocol service indication (see 6.4.2)
by processing an |_T nexus loss (see 6.3.4).

4.6.28.5 Transport Reset operation

The Transport Reset operation implements the Transport Reset SCSI transport protocol service indication
(see 6.4.3) by processing a hard reset (see 6.3.2).

4.6.29 Application Client Task Management Function class
4.6.29.1 Application Client Task Management Function class overview

The Application Client Task Management Function class (see figure 21) represents a SCSI task managemegnt
furlction (see clause 7).

4.6.29.2 Function Identifier attribute
The Function Identifier attribute contains a function identifier (see 7.12).
4.6.29.3 |_T Nexus attribute

The |_T Nexus attribute contains an identifier that represents the |_T/nexus affected by the task management
furjction (see table 55).

The Application Client Task Management Function class constructs the I_T nexus attribute using the following
attfibutes:

a) Initiator Port Identifier (see 4.6.8.2); and
b) Target Port Identifier (see 4.6.6.2).

4.6.29.4 |_T_L Nexus attribute

=

The |_T_L Nexus attribute contains an.identifier that represents the |_T_L nexus, if any, affected by the tas
mgnagement function (see table 55).

The Application Client Task Management Function class constructs the |_T_L Nexus attribute using the
following attributes:

a) Initiator Port Identifier (see 4.6.8.2);
b) Target Port Identifier (see 4.6.6.2); and
c) LUN (see 46-18.2).

4.6.29.5 Command ldentifier attribute

The Command Identifier attribute, if any, contains the command identifier of the command affected by the task
mgnagement function (see table 55).

4.6.29.5 Service Response attribute
The Service Response attribute contains the service response (see clause 7).
4.6.29.7 Additional Response Information attribute

The Additional Response Information attribute, if any, contains any additional response information for the
task management function (see clause 7).
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4.6.30 Application Client Task Set class

The Application Client Task Set class (see figure 21) contains:

a) the Application Client Command class (see 4.6.31).

Instantiation requirements for the Application Client Task Set class are described in 4.6.27.

The interactions among the application client commands in an application client task set are not specified in
this document.

4.6

4.6

Th

.31 Application Client Command class
.31.1 Application Client Command class overview

e Application Client Command class (see figure 21) represents a request to a logical unit to,do work (se

clguse 5). A new command causes the creation of an application client command. The application client

co
tag

4.6

Th
4.4

Th

thd

mmand persists until a command complete response is received or until the command,is completed by 4
k management function or exception condition. For an example of the processingfor a command see 5

.31.2 I_T_L Nexus attribute

e | T L Nexus attribute contains an identifier that represents the |_T_L(rexus of the command (see
.32.3).

e Application Client Command class constructs the |_T_L Nexusattribute using the following attributes:

a) |Initiator Port Identifier (see 4.6.8.2);
b) Target Port Identifier (see 4.6.6.2); and
c) LUN (see 4.6.18.2).

.31.3 Command Identifier attribute

Command Identifier attribute is assigned by a~SCSI initiator device to uniquely identify one command in t
htext of a particular |_T nexus or |_T_L nexus, allowing more than one command to be outstanding for th
_L nexus at the same time.

ch SCSI transport protocol defines the following limits on the command identifier to be used by SCSI po
t support that SCSI transport protocol:

a) the size of the command identifier, up to a maximum of 64 bits;

b) the scope of the command identifier (see table 13); and

c) whether the command identifier scope is shared with other uses (e.g., task management function
identifiers).

w

he
at
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Table 13 defines the command identifier scopes.

Table 13 — Command identifier scopes

Command
identifier Description Application client rules 2
scope
E . . . ‘The application client should have no more than one
ach logical unit accessible .
through the SCSI target port Execute Commapd _procedgre ce_lll in pro.gr'ess based
| T L nexus : on the command lifetime defined in 5.5 with:
- = has its own command )
identifiers. a) thesamel T L nexus; ar.u.j
b) the same command identifier.
The application client should have né\more than one
All logical units accessible Execute Command procedure call in progress based
I_T nexus through the SCSI target port on the command lifetime definedin 5.5 with:
share command identifiers. a) the same |_T nexus; and
b) the same command identifier.
@ If the application client violates this recommendation, then the task manager or task router may detedt
an overlapped command (see 5.10).

S{SI transport protocols may define additional restrictions on cemnmand identifier assignments (e.g., requiring
command identifiers to be unique per |_T nexus or per |_T_Lnexus, or sharing command identifier values
with other uses such as task management functions).

4.6.31.4 CDB attribute

The CDB attribute contains a CDB (see 5.2 and-SPC-4) that defines the work to be performed by a logical upit
(sge 5.4.2.2).

4.6.31.5 Task Attribute attribute

The Task Attribute attribute (see 8:4) contains the task attribute (e.g., SIMPLE task attribute, ORDERED task
attfibute, HEAD OF QUEUE task @ttribute, ACA task attribute) of a command (see 5.4.2.2).

4.6.31.6 Status attribute
The Status attribute ‘eontains the status (see 5.3) of the completed command (see 5.4.2.5).
4.6.31.7 Service'Response attribute

The Service Response attribute contains the service response for the completed command (see 5.4.2.5).

4.6.31.8 Data-In Buffer attribute

The Data-In Buffer attribute, if any, contains the Data-In Buffer argument from an Execute Command
procedure call (see 5.1).

4.6.31.9 Data-In Buffer Size attribute

The Data-In Buffer Size attribute, if any, contains the Data-In Buffer Size argument from an Execute
Command procedure call (see 5.1).
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4.6.31.10 Data-Out Buffer attribute

The Data-Out Buffer attribute, if any, contains the Data-Out Buffer argument from an Execute Command
procedure call (see 5.1).

4.6.31.11 Data-Out Buffer Size attribute

The Data-Out Buffer Size attribute, if any, contains the Data-Out Buffer Size argument from an Execute
Command procedure call (see 5.1).

4.6.31.12 CRN attribute

The CRN attribute, if any, contains the CRN of the command (see 5.1).

4.6.31.13 Command Priority attribute

The Command Priority attribute, if any, contains the priority (see 8.5) of the command (see 8.5).

4.6.31.14 First Burst Enabled attribute

The First Burst Enabled attribute, if any, specifies that first burst for the command is enabled (see 5.4.3.1).
4.6.31.15 Sense Data attribute

The Sense Data attribute, if any, contains the sense data (see 54,3)/for the completed command (see 5.4.2/5).
4.6.31.16 Sense Data Length attribute

The Sense Data Length attribute, if any, contains the length of the sense data (see 5.13) for the completed
cojnmand (see 5.4.2.5).

4.4.31.17 Status Qualifier attribute

The Status Qualifier attribute, if any, contains additional status information for the completed command (se
5.3.2).

w

4.6.32 Discovery class
4.6.32.1 Discovery class-overview

The Discovery class’(see figure 21) is an Application Client class (see 4.6.28) with the additional
characteristics defined in this subclause.

The Discovery\class queries:

a) logieal units using the REPORT LUNS command to determine LUNS;
b)< logical units and task routers using the INQUIRY command Device Identification VPD page (see
SPC-4) to determine:
A)_logical unit names, It any,
B) relative port identifiers, if any;
C) target port identifiers; and
D) target port names, if any;
c) SCSlinitiator ports to determine:
A) initiator port identifiers by invoking the Get Initiator Port Identifier operation (see 4.6.8.6) of that
SCSl initiator port; and
B) initiator port names, if any, by invoking the Get Initiator Port Name operation (see 4.6.8.7) of that
SCSil initiator port;

and
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d) the SCSI domain to determine:
A) |_T nexuses within the SCSI domain; and
B) I_T_L nexuses within the SCSI domain.

The method used by the Discovery class to determine the |_T nexus and |_T_L nexus within the SCSI domain
may be defined by a SCSI transport protocol standard (e.g., discovery in SPL-3).

The Discovery class is associated with:

a) the SCSI Initiator Port class (see figure 13); and

b) _the | caical Unit class (see fiaure 13)
7 J \ J 7

4.6.32.2 |_T Nexus attribute

The |_T Nexus attribute represents a relationship between a SCSI initiator port, and a SCSI target-port tha
defines task management function routing to be used between an application client and target,port within 3
S{SI domain to transfer that task management function between a target port and an application client.

The Discovery class constructs the |_T nexus attribute using the following attributes:
a) Initiator Port Identifier (see 4.6.8.2); and

b) Target Port Identifier (see 4.6.6.2).

4.6.32.3 L_T_L Nexus attribute

The I_T_L Nexus attribute represents a relationship between a SCSI initiator port, a SCSI target port, and
lodical unit that defines:

»J

a) command routing to be used between an application.glient and a device server within a SCSI domain
to transfer that command and its associated data; and
b) task management function routing between a logieal unit and an application client to transfer that tajsk

management function.

The Discovery class constructs the |_T_L Nexus attribute using the following attributes:
a) Initiator Port Identifier (see 4.6.8.2);

b) Target Port Identifier (see 4.6.6.2);,and

c) LUN (see 4.6.18.2).

4.6.32.4 Return |_T Nexus operation

The Return |_T Nexus operation’ returns the requested |_T nexus attribute to the requesting application clignt.

4.6.32.5 Return |_T_LNexus operation

The Return |_T_L<Nexus operation returns the requested |_T_L Nexus attribute to the requesting application
clignt.

4.7 Logical unit number (LUN)

4.7.1 Overview

Subclause 4.7 defines the construction of LUNs to be used by SCSI target devices. Application clients should
use only those LUNs returned by a REPORT LUNS command (see SPC-4). The task router shall respond to
incorrect logical unit numbers (i.e., LUNs other than those reported by a REPORT LUNS command with the
SELECT REPORTS field set to 02h) as described in 5.11 and 4.6.7.2.
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4.7.2 Logical unit representation format

If an application client displays or otherwise makes a 64-bit LUN value visible, then the application client
should display it in hexadecimal format with byte 0 first (i.e., on the left) and byte 7 last (i.e., on the right),
regardless of the internal representation of the LUN value (e.g., a single level LUN with an ADDRESS METHOD
field set to 01b (i.e., flat space addressing) and a FLAT SPACE LUN field set to 0001h should be displayed as 40
01 00 00 00 00 00 00h, not 00 00 00 00 00 00 01 40h). A separator (e.g., space, dash, or colon) may be
included between each byte, each two bytes (e.g., 4001-0000-0000-0000h), or each four bytes (e.g.,
40010000 00000000h).

If displaying a single level LUN structure using the peripheral device addressing method (see table 14) érg
single level LUN structure using the flat space addressing method (see table 15), then an applicationcclient
mgy display the value as a single 2-byte value representing only the first level LUN (e.g., 40 01h). A'separafor
(e.p., space, dash, or colon) may be included between each byte.

If displaying a single level LUN structure using the extended flat space addressing method (see table 16),
thgn an application client may display the value as a single 4-byte value representing only'the first level LUN
(e.p., D2 00 00 01h). A separator (e.g., space, dash, or colon) may be included between each byte, or
befween each two bytes (e.g., D200 0001h).

If displaying a single level LUN structure using the long extended flat space addressing method (see table 1f),
thgn an application client may display the value as a single 6-byte value representing only the first level LUN
(e.p-, E2 00 00 01 00 01h). A separator (e.g., space, dash, or colon) may, bejincluded between each byte, ¢r
befween each two bytes (e.g., E200 0001 0001h).

If displaying a 16-bit LUN value, then an application client should display the value as a single 2-byte valug
(e.p., 40 01h). A separator (e.g., space, dash, or colon) may besincluded between each byte.

4.7.3 LUNs overview

AllILUN formats described in this document are complex in structure (see 4.7.6) or a single level structure
(sge 4.7.5). The HISuP bit shall be set to one in the.standard INQUIRY data (see SPC-4) when any LUN
format described in this document is used.

The LUN identifier defined by a transport protoecol standard shall contain 64 bits or 16 bits. For transport
prgtocol standards that define 16-bit LUN-identifiers:

=

a) the two bytes shall use an addressing method (see 4.7.7) with a length of two bytes (e.g., see tabl
27, table 28, table 29, or table 32); and

b) if the peripheral device-addressing method (see 4.7.7.2) is used, then the BUS IDENTIFIER field shall pe
set to 00h.

AllILUN identifiers defined by command standards shall contain 64 bits. If a 16-bit transport protocol LUN
idgntifier is contained.itiia 64-bit LUN identifier defined by a command standard, then:

1”4

a) the 16 bijts of the LUN identifier defined by the transport protocol standard shall be placed in the high
order 16<bits of the 64-bit LUN identifier; and
b) all ather bits of the 64-bit LUN identifier shall be set to zero.

4.7.4 Minimum LUN addressing requirements

All'STSTtarget devices shall support LUN U (i.€., 00000000 00000000N) or the REPORT LUNS well Know
logical unit. For SCSI target devices that support complex LUN structures (see 4.7.6) the LUN 0 or the
REPORT LUNS well known logical unit shall be the logical unit that an application client addresses to
determine information about the SCSI target device and the logical units contained within the SCSI target
device.

If the SCSI target device supports logical unit conglomerates (see 4.6.10), then the application client may
address the administrative logical unit (see 4.6.11) of a logical unit conglomerate to determine information
about subsidiary logical units (see 4.6.26) in that logical unit conglomerate.

The responses to commands sent to incorrect logical units are defined in 5.11. The response to task
management functions sent to incorrect logical units is defined in 7.1.


https://standardsiso.com/api/?name=e080908f93fa74483b9edf687a95fa69

-88 - ISO/IEC 14776-415:2019 © ISO/IEC 2019

4.7.5 Single level LUN structure

Table 14 describes a single level subset of the format described in 4.7.6.3 for SCSI target devices that contain
256 or fewer logical units.

Table 14 — Single level LUN structure using peripheral device addressing method

Bit
Ikyte 7 6 5 4 3 2 1 0

0 ADDRESS METHOD (00b) BUS IDENTIFIER (00h)
1 TARGET OR LUN
2

Null second level LUN (0000h)
3
4

Null third level LUN (0000h)

5
6

Null fourth level LUNAQQOOh)
7

Byte 2 through byte 7 in an 8-byte single level LUN structure using the peripheral device addressing methqd
shall each contain 00h (see table 14). The value in the.TARGET OR LUN field shall address a single level logigal
un|t and be between 0 and 255, inclusive. A value of\00b in the ADDRESS METHOD field specifies peripheral
deyice addressing (see 4.7.7.2). A value of 00h in(the BUS IDENTIFIER field specifies the current level (see
4.1.7.2).

Table 15 describes a single level subset of the format described in 4.7.6.3 for SCSI target devices that contain
16384 or fewer logical units.

Table 15 — Single level LUN structure using flat space addressing method

Bit

0 | ADDRESS.METHOD (01b) | (MSB)

1 FLAT SPACE LUN (LSB)
2
Null second level LUN (0000h)
3
4
Null third level LUN (0000h)
5
6

Null fourth level LUN (0000h)



https://standardsiso.com/api/?name=e080908f93fa74483b9edf687a95fa69

ISO/IEC 14776-415:2019 © ISO/IEC 2019 -89 -

Byte 2 through byte 7 in an 8-byte single level LUN structure using the flat space addressing method shall
each contain 00h (see table 15). The value in the FLAT SPACE LUN field shall be between 0 and 16 383,
inclusive. A value of 01b in the ADDRESS METHOD field specifies flat space addressing (see 4.7.7.3) at the
current level.

Table 16 describes a single level subset of the format described in 4.7.6.3 for SCSI target devices that contain
more than 16 384 logical units and less than 16 777 216 logical units.

Bit
Byte 7 6 5 4 3 2 1 0
0 ADDRESS METHOD (11b) LENGTH (01b) EXTENDED ADDRESS MEFHOD (2h)
1 (MSB)
ooe EXTENDED FLAT SPACE LUN
3 (LSB)
4
Null second level LUN (0000h)
5
6
Null third level LUN+(0000h)
7

Byte 4 through byte 7 in an 8-byte single level LUN structure using the extended flat space addressing
method shall each contain 00h (see table 16). Thexvalue in the EXTENDED FLAT SPACE LUN field shall be
befween 0 and 16 777 215, inclusive. A value of\I1b in the ADDRESS METHOD field with a value of 2h in the
EXJTENDED ADDRESS METHOD field specifies extended flat space addressing (see 4.7.7.5.3) at the current levgl.
A value of 01b in the LENGTH field specifiés-that the LUN specified in the EXTENDED FLAT SPACE LUN field is

three bytes in length.

Table 17 describes a single level subset of the format described in 4.7.6.3 for SCSI target devices that contain
magqre than 16 777 216 logical udits and less than 1 099 511 627 776 logical units.

Table 17 — Single level LUN structure using long extended flat space addressing method

it 7 6 5 4 3 2 1 0
Byte

0 ADDRESS METHOD (11b) LENGTH (10b) EXTENDED ADDRESS METHOD (2h)

1 (MSB)

LONG EXTENDED FLAT SPACE LUN

5 (LSB)
6

Null second level LUN (0000h)
7
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Byte 6 and byte 7 in an 8-byte single level LUN structure using the long extended flat space addressing
method shall each contain 00h (see table 16). The value in the LONG EXTENDED FLAT SPACE LUN field shall be
between 0 and 1 099 511 627 775, inclusive. A value of 11b in the ADDRESS METHOD field with a value of 2h in
the EXTENDED ADDRESS METHOD field specifies extended flat space addressing (see 4.7.7.5.3) at the current
level. A value of 10b in the LENGTH field specifies that the LUN specified in the LONG EXTENDED FLAT SPACE LUN
field is five bytes in length.

The presence of well known logical units shall not affect the requirements defined within this subclause.

If a SCSI target device contains 256 or fewer logical units, none of which are dependent logical units (see
4.4.18.4), then the SCST target device’s LUNs:

a) should have the format shown in table 14 (i.e., peripheral device addressing);

b) may have the format shown in table 15 (i.e., flat space addressing);

c) may have the format shown in table 16 (i.e., extended flat space addressing); or
d) may have the format shown in table 17 (i.e., long extended flat space addressing).

If 9 SCSI target device contains more than 256 logical units and 16 384 or fewer logical 4nits, none of whigh
arg¢ dependent logical units (see 4.6.18.4), then the SCSI target device’s LUNSs:

a) should have the format shown in table 15 (i.e., flat space addressing);

b) may have the format shown in table 16 (i.e., extended flat space addressing);

c) may have the format shown in table 17 (i.e., long extended flat spageaddressing); or

d) may have the format shown in table 14 (i.e., peripheral device addressing) for up to 256 of the logigal
units within the SCSI target device.

If 4 SCSI target device contains more than 16 384 logical units andfess than 16 777 216 logical units, none|of
which are dependent logical units (see 4.6.18.4), then the SCS)target device’s LUNSs:

a) should have the format shown in table 16 (i.e., extended flat space addressing);
b) may have the format shown in table 17 (i.e., long extended flat space addressing);
c) may have the format shown in table 15 (i.e., flatcspace addressing) for up to 16 384 of the logical unj
within the SCSI target device; or
d) may have the format shown in table 14 (i.ez;, peripheral device addressing) for up to 256 of the logigal
units within the SCSI target device.

—

S

=
a)

SCSI target device contains more than16° 777 216 logical units and less than 1 099 511 627 776 logica
unfts, none of which are dependent logical units (see 4.6.18.4), then the SCSI target device’s LUNSs:

a) should have the format shown-in table 17 (i.e., long extended flat space addressing);
b) may have the format shown in table 16 (i.e., extended flat space addressing) for up to 16 777 216 pf
the logical units within(the SCSI target device;
c) may have the format.shown in table 15 (i.e., flat space addressing) for up to 16 384 of the logical units
within the SCS| target device; or
d) may have the:format shown in table 14 (i.e., peripheral device addressing) for up to 256 of the logigal
units withjnthe SCSI target device.
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4.7.6 Complex LUN structures
4.7.6.1 Complex LUN structures overview

The eight byte LUN structures that represent complex configurations of logical units (e.g., logical units in a
multilevel hierarchy) are summarized in table 18.

Table 18 — Complex LUN structures
LUN structure Associated class Reference
Conglomerate Logical Unit Conglomerate class (see 4.6.10) 4,762
Hierarchical Level 1 Hierarchical Logical Unit class (see 4.6.11) 4.7.6.3

4.1.6.2 Logical unit conglomerate LUN structure

The logical unit conglomerate LUN structure is shown in table 19. Each logical:ufit conglomerate LUN
structure shall contain eight bytes.

Table 19 — Logical unit conglomerate"LUN structure

ooe ADMINISTRATIVE ELEMENT (see table 20)

oo SUBSIDIARY ELEMENT (see table 20)

ooe PAD (if needed)

The ADMINISTRATIVE ELEMENT field contains addressing information for an administrative logical unit (see
4.9.11). TherADMINISTRATIVE ELEMENT field has a length of two, four, or six bytes. The format of the
ADMINJSTRATIVE ELEMENT field is shown in table 20.

The_SUBSIDIARY ELEMENT field contains:

a) zero, when the logical unit conglomerate LUN structure identifies the administrative logical unit
specified by the ADMINISTRATIVE ELEMENT field; or

b) non-zero logical unit addressing information for a subsidiary logical unit (see 4.6.26) in the same
logical unit conglomerate as the administrative logical unit specified by the ADMINISTRATIVE ELEMENT
field.

The SUBSIDIARY ELEMENT field has a length of two, four, or six bytes. The format of the SUBSIDIARY ELEMENT
field is shown in table 20.

If a SUBSIDIARY ELEMENT field does not contain logical unit addressing information for a subsidiary logical unit,
then that field shall be set to zero.
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The PAD field shall contain zero to four bytes set to zero such that the total length of the logical unit

conglomerate LUN structure is eight bytes.

The format of addressing fields in the logical unit conglomerate LUN structure is shown in table 20.

Table 20 — Format of addressing fields in the logical unit conglomerate LUN structure

Bit
Byte 7 6 5 4 3 2 1 0
k ADDRESS METHOD
K+m ADDRESS METHOD SPECIFIC

The ADDRESS METHOD field defines the contents of the ADDRESS METHOD SPECIFIC field. See table 21 for the
adfiress methods defined for the ADDRESS METHOD field in the logical unit conglomerate>LUN structure.

Table 21 — ADDRESS METHOD field in the logical unit conglomerate LUN structure

Code Description Reference
00b Simple logical unit addressing method 4.7.71
01b Reserved
10b Reserved
11b Extended logical unit addressing method 4.7.7.5

4.7.6.3 Hierarchical LUN structure

The hierarchical LUN structure (see table23) contains four levels of addressing fields. Each level shall use
byte 0 and byte 1 to define the address’and location of the SCSI target device to be addressed on that levél.

If the LUN specifies that the command or task management function is to be relayed to the next level (i.e.,
pefipheral device addressing-method (see 4.7.7.2) is selected in byte 0 and byte 1 of the hierarchical LUN
structure and the BUS IDENTJFIER field is set to a value greater than zero), then the current level shall use byte
0 gnd byte 1 of the hierarchical LUN structure to determine the address of the SCSI target device to which the
command or task management function is to be sent. When the command or task management function is
sent to the SCSI target device the hierarchical LUN structure that was received shall be adjusted to createfa
ne hierarchicalLUN structure (see table 22 and figure 22).
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SCSI target devices shall keep track of the addressing information necessary to transmit information back
through all intervening levels to the command’s or task management function’s originating SCSI initiator port.

Bytes 0 1 2 3 4 5 6 7
S : T u : \ W : X Y : z Level 1
- I I I I
u | \ W | X Y | z 0 | 0 Level 2
W : X Y : z 0 : 0 0 : 0 Level 3
Y : z 0 : 0 0 : 0 0 : 0 Level 4

A LUN may use fewer than four levels of addressing fields:.If fewer than four levels of
addressing fields are used, then the size of the highest numbered level addressing
field may be greater than two bytes (e.g., if a LUN dses three levels of addressing
fields, the level three addressing field may consist©f four bytes that contain WXY2Z).

Figure 22 — Hierarchical LUN structure adjustments

Table 22 — Hierarchical LUN structure adjustments

Byte position
Old New
0.&1 Moves to Not Used
2&3 Moves to 0&1
4&5 Moves to 2&3
6&7 Moves to 4 &5
n/a zero fill 6&7
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Table 23 — Hierarchical LUN structure

Bit
Byte 7 6 5 4 3 2
0
FIRST LEVEL ADDRESSING (see table 24)
1
2
SECOND LEVEL ADDRESSING (see table 24)
3
4
THIRD LEVEL ADDRESSING (see table 24)
5
6
FOURTH LEVEL ADDRESSING (see table-24)
7

The FIRST LEVEL ADDRESSING field specifies the first level addressiofia SCSI target device. See table 24 for

definition of the FIRST LEVEL ADDRESSING field.

ThE SECOND LEVEL ADDRESSING field specifies the second level address of a SCSI target device. See table

for]a definition of the SECOND LEVEL ADDRESSING field.

The THIRD LEVEL ADDRESSING field specifies the thirdlevel address of a SCSI target device. See table 24 fo

definition of the THIRD LEVEL ADDRESSING field.

The FOURTH LEVEL ADDRESSING field specifiescthe fourth level address of a SCSI target device. See table 24

for]a definition of the FOURTH LEVEL ADDRESSING field.

Table 24 — Format of addressing fields in the hierarchical LUN structure

Bi
t 7 6 5 4 3 2
yte
n ADDRESS-METHOD
n+1 ADDRESS METHOD SPECIFIC



https://standardsiso.com/api/?name=e080908f93fa74483b9edf687a95fa69

IS

O/IEC 14776-415:2019 © ISO/IEC 2019 -95-

The ADDRESS METHOD field defines the contents of the ADDRESS METHOD SPECIFIC field. See table 25 for the
address methods defined for the ADDRESS METHOD field in the hierarchical LUN structure. The ADDRESS
METHOD field only defines address methods for entities that are directly addressable by an application client.

Table 25 — ADDRESS METHOD field in the hierarchical LUN structure

Code Description Reference
00b Peripheral device addressing method 4.7.72
01b Flat space addressing method 4577.3
10b Logical unit addressing method 4.7.7.4
11b Extended logical unit addressing method 2@ 4.7.7.5

a8 Extended logical unit addresses have sizes of two bytes, four bytes, six bytes, or'eight bytes.
Extended logical unit addresses that are larger than two bytes shall be used only at the highest

logical unit addresses shall not cause the total size of a LUN to exceed eight bytes.

numbered level in the eight byte LUN structure (see figure 22) that is usedly a LUN. Use of extendeq

4.1.7 Addressing methods
4.7.7.1 Simple logical unit addressing method

The simple logical unit addressing method (see table 26) specifies a LUN element in a logical unit
cophglomerate LUN structure (see 4.7.6.2).

Table 26 — Simplé-logical unit addressing format

Bit
yte

n ADDRESS METHOD (00b).J\~ (MSB)

h+1 SIMPLE LUN (LSB)

The SIMPLE LUN fieldispecifies a LUN element (i.e., administrative or subsidiary) in a logical unit conglomerdte

LUN structure.

4.1.7.2 Peripheral device addressing method

If the peripheral device addressing method (see table 27) is selected, the SCSI target device should relay t

regeived command or task management function to the addressed dependent logical unit.

If the SCSI device does not relay any commands or task management functions to the addressed dependent

logical unit, then the SCSI device shall follow the rules for processing an incorrect logical unit number
described in 5.11 and 7.12.

If the SCSI device does relay some commands and task management functions to the addressed dependent

logical unit, then the SCSI device shall:

a) complete any command that is not relayed with CHECK CONDITION status with the sense key set to
ILLEGAL REQUEST and the additional sense code set to INVALID COMMAND OPERATION CODE;

and
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b) terminate a task management function that is not relayed with a service response of SERVICE DELIVERY
OR TARGET FAILURE.

A SCSI device may filter (i.e., not relay) commands or task management functions to prevent operations with
deleterious effects from reaching a dependent logical unit (e.g., a WRITE command directed to a logical unit
that is participating in a RAID volume).

Table 27 — Peripheral device addressing format

lLB't 7 6 5 4 3 2 1 0
yte

n | ADDRESS METHOD (00b) BUS IDENTIFIER

nN+1 TARGET OR LUN

The BUS IDENTIFIER field identifies the bus or path that the SCSI device shall use to-relay the received
conmand or task management function. The BUS IDENTIFIER field may use the same value encoding as the
BUB NUMBER field (see 4.7.7.4) with the most significant bits set to zero. However, if the BUS IDENTIFIER field
sef to 00h, then the command or task management function is to be relayed e a logical unit within the SCS
tarpet device at the current level.

S

The TARGET OR LUN field specifies the SCSI domain to which the S€SIdevice shall relay the received
cojnmand or task management function. The meaning and usage€. of the TARGET OR LUN field depends on
whether the BUS IDENTIFIER field contains zero.

—

A BUS IDENTIFIER field of zero specifies a logical unit at the ‘current level. This representation of a logical un
mgy be used either when the SCSI target device at the current level does not use hierarchical LUN structufe
adfiressing for assigning LUNs to entities or when the 'SCSI target device at the current level includes entities
that are assigned LUNSs but are not attached to SCSIbuses. If the BUS IDENTIFIER field contains zero, then the
conmand or task management function shall be\relayed to the current level logical unit specified by the
TARGET OR LUN field within or joined to the current level SCSI device.

A BUS IDENTIFIER field greater than zero,represents a SCSI domain that connects a group of SCSI target
deyices to the current level SCSI devicexEach SCSI domain shall be assigned a unique bus identifier numier
from 1 to 63. These bus identifiers shall be used in the BUS IDENTIFIER field when assigning addresses to
lodical units contained within the.attached SCSI domains. If the BUS IDENTIFIER field is greater than zero, then
thg command or task management function shall be relayed to the logical unit within the SCSI target device
specified in the TARGET OR LuN field located in the SCSI domain specified by the BUS IDENTIFIER field with the
LUN being set to the contents of the received LUN shifted by two bytes as described in 4.7.6.3. The SCSI
target device information’in the TARGET OR LUN field is a mapped representation of a target port identifier.

The SCSI target.device located within the current level is addressed when the BUS IDENTIFIER field is set to
zefo and the TARGET OR LUN field is set to zero, also known as LUN O (see 4.7 .4).
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Figure 23 shows the selection of a logical unit using the peripheral device addressing method.
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Figure 23 — Logical unit selection using the peripheral device addressing format

4.1.7.3 Flat space addressing method

The flat space addressing method (see table 28) specifies a logical unit at the current level.

The contents of.all hierarchical LUN structure addressing fields following a flat space addressing method

adfiressing field shall be ignored.

SCSI domain
If BUS IDENTIFIER field = 00h, then the TARGET OR SCSI device
LUN field specifies the LUN within this SCSI device.
SCSI target port
Bus 00h
BUs OTh BUs 3Fh
LUN | Logical Logical | LUN
00h | unit unit | FFN
scsi
domain SCSI domain ScCsI
initiator port initiator port
SCSi
] | | target
port
SCsSi 00h
target
et If the'BUS IDENTIFIER field > 00h, then the BUS
] IDENTIFIER field specifies the bus (i.e.,.SCSI
initiator port) through which the command i
relayed with the LUN being set to the
SCSI contents of the received LUN shifted by twq
— ||, t&rget | pytes as described in 4.7.6.3.
port
scsl FFh
target
port

Tahle 28 — Flat space addressing format
Bit
Byte 7 6 5 4 3 2 0
n ADDRESS METHOD (01b) | (MSB)
n+1 FLAT SPACE LUN (LSB)

The FLAT SPACE LUN field specifies the current level logical unit.
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4.7.7.4 Logical unit addressing method

If the logical unit addressing method (see table 29) is selected, the SCSI target device should relay the
received command or task management function to the addressed dependent logical unit.

If the SCSI device does not relay any commands or task management functions to the addressed dependent
logical unit, then the SCSI device shall follow the rules for processing an incorrect logical unit number
described in 5.11 and 7.12.

If the SCSI device does relay some commands and task management functions to the addressed dependent
lodical unit, then the SCSI device shall:

a) complete any command that is not relayed with CHECK CONDITION status with the sense key, set|to
ILLEGAL REQUEST and the additional sense code set to INVALID COMMAND OPERATION-CODE;
and

b) terminate a task management function that is not relayed with a service response of SERVICE DELIVERY
OR TARGET FAILURE.

A $CSI device may filter (i.e., not relay) commands or task management functions to_prevent operations wjth
deleterious effects from reaching a dependent logical unit (e.g., a WRITE command directed to a logical unit
that is participating in a RAID volume).

The contents of all hierarchical LUN structure addressing fields following a lpgical unit addressing method
adfiressing field shall be ignored.

Table 29 — Logical unit addressing format

Bit
Byte 7 6 5 4 3 2 1 0
n | ADDRESS METHOD (10b) TARGET
n+1 BUS NUMBER LUN

The TARGET field, BUS NUMBER field, and\LUN field address the logical unit to which the received command ¢r
tagk management function shall be relayed. The command or task management function shall be relayed to
thg logical unit specified by the LUN field within the SCSI target device specified by the TARGET field located pn
thg bus specified by the BUS NUMBER field. The value in the LUN field shall be placed in the least significant bjts
of fhe TARGET OR LUN field in"a;single level LUN structure for LUNs 255 and below (see 4.7.5). The TARGET]
field contains a mapped representation of a target port identifier.
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Figure 24 shows the selection of a logical unit using the logical unit addressing method.

4.7

4.7

Ex

Ex
ma
str|

SCSI domain
If BUS NUMBER field = 000b, then the LUN field SCSI device
specifies the LUN within this SCSI device.
SCSI target port
Bus 000b
Bus 001b Bus 1141b
LUN | Logical Logical | LUN
00h | unit unit | 1F0
ScCSI SCSI
domain SCsl domain'  SCSI
initiator port initiator port
SCsSl
LUN | Logical | | target
00h unit port
SCsl 00h If the BUS NUMBER field > 000b, then the BUp
targr‘tat NUMBER field specifies the SCSI domain and
LUN | Logical - the TARGET field specifies the SCSI target
1Fh unit port to which the command is relayed with the
LUN formatted as a single level LUN
structure (see 4.7.5) as follows:
SESI
LUN | Logical || target a) ADDRESS METHOD field = 00b;
00h unit — port b) BUS IDENTIFIER field = 00h; and
target 3Fh c) TARGET OR LUN field = received LUN
poft field contents.
LUN Logical | |
1Fh unit

Figure 24 — Logical unit selection using the logical unit addressing format

.7.5 Extended logical.unit addressing

.7.5.1 Extended\logical unit addressing formats

fended logical unit addressing (see table 30) specifies a logical unit at the current level.

fendedlogical unit addressing builds on the formats defined for dependent logical units (see 4.6.18.4) biit
y bé used by SCSI devices having a single level logical unit structure or a multiple level logical unit
LictUre. If addressing dependent logical units, then the logical unit information at each level, except the

highest numbered level used, fits in exactly two bytes. Extended logical unit addresses have sizes of two
bytes, four bytes, six bytes, or eight bytes. Use of extended logical unit addresses shall not cause the total
size of a LUN to exceed eight bytes.

The contents of all hierarchical LUN structure addressing fields following an extended logical unit addressing

method addressing field shall be ignored.
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Extended logical units are identified by the ADDRESS METHOD field (see table 25 in 4.7.6.3) in the same manner
as is the case for dependent logical units. An ADDRESS METHOD field value of 11b specifies the extended
logical unit addressing method.

Table 30 — Extended logical unit addressing format

Bit 7 6 5 4 3 2 1 0
vte
n | ADDRESS METHOD (11b) LENGTH EXTENDED ADDRESS METHOD
h+1 | (MSB)
PYYY EXTENDED ADDRESS METHOD SPECIFIC
o (LSB)

The LENGTH field (see table 31) specifies the length of the EXTENDED ADDRESS METH@D SPECIFIC field. A LUN
that includes a LENGTH field value that goes beyond the LUN field length supported-by the transport protoco
invalid and shall follow the rules for processing an incorrect logical unit number.described in 5.11 and 7.12

S

Table 31 — LENGTH field and related sizes

Size in bytes of

Code Extended

EXTENDED . . Reference
logical unit
ADDRESS METHOD addressin
SPECIFIC field g
format

00b 1 2 table 32
01b 3 4 table 33
10b 5 6 table 34

11b 7 8 table 35
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Table 32, table 33, table 34, and table 35 show the four extended logical unit addressing formats.

Table 32 — Two byte extended logical unit addressing format

Bit
Byte 7 6 5 4 2 1
n ADDRESS METHOD (11b) LENGTH (00b) EXTENDED ADDRESS METHOD
n+1 EXTENDED ADDRESS METHOD SPECIFIC
Table 33 — Four byte extended logical unit addressing format
Bit
Byte 7 6 5 4 2 1
n ADDRESS METHOD (11b) LENGTH (01b) EXTENDED ADDRESS METHOD
n+1
oo EXTENDED ADDRESS METHOD/SPECIFIC
n+3
Table 34 — Six byte extended logical unit addressing format
Bit
Byte 7 6 5 4 2 1
n ADDRESS METHOD (11b) LENGTH (10b) EXTENDED ADDRESS METHOD
N+1
oo EXTENDED ADDRESS METHOD SPECIFIC
N+5
Table 35 — Eight byte extended logical unit addressing format
Bit
Byte 7 6 5 4 2 1
0 ADDRESS METHOD (11b) LENGTH (11b) EXTENDED ADDRESS METHOD

EXTENDED ADDRESS METHOD SPECIFIC
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The EXTENDED ADDRESS METHOD field combined with the LENGTH field (see table 36) specifies the type and
size of extended logical unit address found in the EXTENDED ADDRESS METHOD SPECIFIC field.

Table 36 — Logical unit extended addressing

EXTENDED Logical unit
ADDRESS LENGTH Description Hierarchical conglomerate Reference
METHOD Code(s) P LUN usage 2 | : |llgl b
Codes
Oh 00b to 11b Reserved
00b Well known logical unit yes no 4.7.7.5.2
1h
01b to 11b Reserved
01b Extende.d flat space yes yes 4.7.7.5.3
addressing
2h 10b Long extended flat yes yes 47754
space addressing
00b, 11b Reserved
3h to Dh 00b to 11b Reserved
00b to 10b Reserved
Eh
11b Restricted for FC-8B-5 no no FC-SB-5
00b to 10b Reserved
Fh . :
11b Logical unit not yes no 47755
specified
a
yes = Other subclauses in.this document are allowed the use of a specific logical unit extended
addressing method in hierarchical LUN structures (see 4.7.6.3).
A no = Only a single level LUN structure allowed (see 4.7.5).
yes = Other subclauses in this document are allowed the use of a specific logical unit extended
addressing method in logical unit conglomerate LUN structures (see 4.7.6.2).
no = Other suibclauses in this document are not allowed the use of a specific logical unit extended
addressing method in logical unit conglomerate LUN structures.
4.71.7.5.2'Well known logical unit addressing

A SCSI target device may support zero or more well known logical units (see 4.6.17). A single SCSI target
device shall only support one instance of each supported well known logical unit. All well known logical units
within a SCSI target device shall be accessible from all SCSI target ports contained within the SCSI target
device.
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Well known logical units are addressed using the well known logical unit extended address format (see table

37).
Table 37 — Well known logical unit extended addressing format
Bit
Byte 7 6 5 4 3 2 1 0
n ADDRESS METHOD (11b) LENGTH (00b) EXTENDED ADDRESS METHOD (1h)
n+1 W-LUN
The w-LUN field specifies the well known logical unit to be addressed (see SPC-4).

4.7

Th
log

Th
mq
elg
de

.7.5.3 Extended flat space addressing method

b extended flat space addressing method (see table 38) specifies a logical unijt(atithe current level or in
ical unit conglomerate.

e contents of all hierarchical LUN structure addressing fields following an.extended flat space addressin
thod addressing field shall be ignored. The contents of all logical unit cenglomerate LUN structure
ments following an extended flat space addressing method addressing field shall be processed as
scribed in 4.7.6.2.

Table 38 — Extended flat space addressing format

Bit
Byte 7 6 5 4 3 2 1 0
n | ADDRESS METHOD (11b) LENGTH (01b) EXTENDED ADDRESS METHOD (2h)
+1 | (MSB)
EXTENDED FLAT SPACE LUN
h+3 (LSB)

Th

Th

b EXTENDED FLAT SPACE-LUN field specifies a current level logical unit.

.1.7.5.4 Long extended flat space addressing method

a)
-

long extended flat space addressing method (see table 39) specifies a logical unit at the current level.
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The contents of all hierarchical LUN structure addressing fields following a long extended flat space
addressing method addressing field shall be ignored.

Table 39 — Long extended flat space addressing format

Bit
Byte 7 6 5 4 3 2 1 0
n | ADDRESS METHOD (11b) LENGTH (10b) EXTENDED ADDRESS METHOD (2h)
+1 | (MSB)
LONG EXTENDED FLAT SPACE LUN
h+5 (LSB)

The LONG EXTENDED FLAT SPACE LUN field specifies a current level logical unit.

4.1.7.5.5 Logical unit not specified addressing

Logical unit not specified addressing (see table 40) shall be used to indicate)that no logical unit of any kind|is

specified.

The contents of all hierarchical LUN structure addressing fields following a logical unit not specified
adfiressing method addressing field shall be ignored.

Table 40 — Logical unit not specified extended addressing format

Bit
Byte 7 6 5 4 3 2 1 0
0 ADDRESS METHOD (11b) LENGTH (11b) EXTENDED ADDRESS METHOD (Fh)
1 FFh
4.8 SCSI ports

4.8.1 SCSI port configurations

A $CSI deviceeontains only the following combinations of SCSI ports:

a) all-SCSI target ports;
b)¢ all'SCSI initiator ports; or
€)y ‘any combination of SCSI target ports and SCSI initiator ports.
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Some of the SCSI port configurations possible for a SCSI device are shown in figure 25.

SCSI device model Target model with multiple SCSI
Initiator model Target model containing target device target ports
and initiator device
SCSI device SCSI device SCSI device SCSI device
SCSl initiator SCSI target SCSl initiatof  SCSI target
device device device device SCSI target device
N
Appli- Logical Appli- Logical Logical Q/Q
cation unit cation unit unit
client client
1 |
SCSl|port SCSl|port SCSl port L SCSl port SCSI port
g o
g £ ¢ ] £ ¢ £ E ¢
o o o o o v o
@) - @) - - -
I S | Task 5 S | Task S 1)\ Task S | Task
= £ | router = £ | router S+ router & | router
D ) 7 n %) n
2y 3 v A8y 1B JIlE o b
Service Service Service Service Service
delivery delivery delivery delivery delivery
subsystem subsystem subsystem subsystem subsystem

Figure 25 — SCSi device functional models

Additional SCSI initiator ports and SCSI target ports allow the definition of multiple |_T nexuses through whigh
thg application client may access the device server.

4.8.2 SCSI devices with multiple SCSI ports

The model for a SCSI deviceé with multiple SCSI ports is a single SCSI device (see 4.6.4) containing either

a) a SCSI target device (see 4.6.9) and multiple SCSI ports (see 4.6.5) with each SCSI port containing a

SCSI target port(see 4.6.6);
b) a SCSil initiator device (see 4.6.27) and multiple SCSI ports, with each SCSI port containing a SCH

initiatorport (see 4.6.8); or
c) a SGSYinitiator device, a SCSI target device, and multiple SCSI ports with each SCSI port containiphg

a.SC8I target port and/or SCSI initiator port.

The identifiers representing the SCSI ports shall meet the requirements for initiator port identifiers (see
4.4.872) or target port identifiers (see 4.6.6.2). How a SCSI device with multiple SCSI ports is viewed by
counterpart SCSI devices in the SCSI domain also depends on whether a SCSI initiator port is accessing a
SCSI target port or a SCSI target port is servicing a SCSI initiator port.

If one SCSI target port is being used by a SCSI initiator port, then accesses attempted through other SCSI
target ports may:

a) receive a status of BUSY (see 5.3.1); or
b) be accepted as if the other SCSI target ports were not in use.
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4.8.3 SCSiI target device with multiple SCSI ports structure

Figure 26 shows the structure of a SCSI target device with multiple SCSI ports each containing a SCSI target
port. Each SCSI target port contains a task router that is shared by a collection of logical units. Each logical
unit contains a single task manager and a single device server.

SCSI device
SCSl taraet device.
A SCTST port
SCSI target
port Service
Task delivery

router subsystem

—

unit SCSI target
Device port Service
server Task delivery
router subsystem
Task
manager
i SCSI port
SCSktarget
port Service
Task delivery

router subsystem

N

N4

Figure 26 — SCSI device,with multiple SCSI target ports structure model

Each device server shall indicate the presence of multiple SCSI target ports by setting the MULTIP bit to one
its |standard INQUIRY data (seeSPC-4).

n

Two-way communication is possible between all logical units and all SCSI target ports in a SCSI device.
Hgwever, communication’between any logical unit and any SCSI target port in a SCSI device may be inactiye.
Two-way communicatiomis possible between each task manager and all task routers in the SCSI target pofts
in the SCSI device..Each SCSI target port in a SCSI device shall accept commands sent to LUN 0 or the
REPORT LUNSwell known logical unit, and the task router in that SCSI target port shall route the commanfs
to & device seryer in a logical unit in the SCSI device for processing. REPORT LUNS commands (see SPC{4)
shall be accepted by the logical unit with the LUN 0 or the REPORT LUNS well known logical unit from any
S(SI target port in the SCSI device, and the logical unit shall return the logical unit inventory available via that
S(S|target port. An application client (e.g., driver) determines the availability of the same logical unit through
myltiple SCSI target ports in a SCSI device by matching logical unit name values in the Device ldentificatign
VPD page (see SPC-4).



https://standardsiso.com/api/?name=e080908f93fa74483b9edf687a95fa69

ISO/IEC 14776-415:2019 © ISO/IEC 2019 -107 -

4.8.4 SCSil initiator device with multiple SCSI initiator ports structure

Figure 27 shows the structure of a SCSI initiator device with multiple SCSI ports each containing a SCSI
initiator port. Each SCSI initiator port is shared by a collection of application clients.
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Figure 27 — SCSiI initiator device with multiple SCSI initiator ports structure model

cument does not specify or require(the ‘'definition of any mechanisms by which a SCSI target device has t
lity to discover that it is commupnicating with multiple SCSI initiator ports on a single SCSl initiator device.
se SCSI transport protocols where such mechanisms are defined, they shall not have any effect on how
mmands are processed (e-g.,reservations shall be handled as if no such mechanisms exist).

.5 SCSI device with-multiple SCSI ports structure

H multiple SCSHports. Each SCSI port may contain a SCSI target port and/or a SCSI initiator port. This
Sl device-may also contain SCSI ports that only contain a SCSI target port or a SCSI initiator port. Each
S| portamay consist of:

ay\.a SCSI target port containing a task router;

ure 28 shows the,structure of a SCSI device containing a SCSI target device and a SCSI initiator device,

0-way communication is possible between an application client and its associated SCSI initiator ports. This

he
In

b)) a SCSI initiator port; or

c) a SCSI target port containing a task router and a SCSiI initiator port.

The collection of SCSI target ports is shared by a collection of logical units. The collection of SCSI initiators is
shared by a collection of application clients.
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Each logical unit contains a task manager and a device server.

SCSI device
SCSI port
SCSI target device g;ir:,/;?,
E SCSI target port subsystem
— Task
Logical router
unit
Device
cerver SCSI port
SCSI target port G
Task Task delivery
manager router subsystem
] SCSil initiator port
Appli- SCSI port
cation initi
iont SCSI initiatoer port Gepiiee
delivery
SCSil initiator device subsystem

Figure 28 — SCSI device with-multiple SCSI ports structure model

Two-way communication is possible betweencall logical units and all SCSI target ports in a SCSI device.
Hgwever, communication between any logical’'unit and any SCSI target port in a SCSI device may be inactiye.
Two-way communication is possible between each task manager and all task routers in the SCSI target pofts
in the SCSI device. Each SCSI target.port in a SCSI device shall accept commands sent to LUN 0 or the
REPORT LUNS well known logical unit, and the task router in that SCSI target port shall route the commanfs
to & device server in a logical unitin the SCSI device for processing. REPORT LUNS commands (see SPC{4)
shall be accepted by the logicat-unit with the LUN 0 or the REPORT LUNS well known logical unit from any
S(SI target port in the SESI device, and the logical unit shall return the logical unit inventory available via that
S{SI target port. An application client determines the availability of the same logical unit through multiple
S(SI target ports in &-SCSI device by matching logical unit name values in the Device Identification VPD pape
(s¢e SPC-4).

Thjs documentdoes not specify or require the definition of any mechanisms by which a SCSI target device
hag the ability’to discover that it is communicating with multiple SCSI ports that also contain a SCSI initiator
poft on &:single SCSI device. In those SCSI transport protocols where such mechanisms are defined, they
shall-not have any effect on how commands are processed (e.g., reservations shall be handled as if no su¢h

machanisms nvicf)

4.8.6 SCSi initiator device view of SCSI target device with multiple SCSI target ports

A SCSI target device may have SCSI target ports connected to different SCSI domains such that a SCSI
initiator port is only able to communicate with the logical units in the SCSI target device using the SCSI target
ports in a single SCSI domain. However, SCSI target devices with multiple SCSI ports may be configured
where application clients have the ability to discover that one or more logical units are accessible via multiple
SCSI target ports. Figure 29 and figure 30 show two examples of such configurations.
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Figure 29 shows a SCSI target device with multiple SCSI ports each containing a SCSI target port
participating in a single SCSI domain with two SCSI initiator devices. There are three SCSI devices, one of
which has two SCSI target ports, and two of which have one SCSl initiator port each. There are two target port
identifiers and two initiator port identifiers in this SCSI domain. Using the INQUIRY command’s Device
Identification VPD page (see SPC-4), the application clients in each of the SCSI initiator devices have the
ability to discover if the logical units in the SCSI target devices are accessible via multiple SCSI target ports
and map the configuration of the SCSI target device.

faVaVall

Figure 29 — SCSI target device configured in a single SCSI domain
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Figure 30 shows a SCSI target device with multiple SCSI ports each containing a SCSI target port
participating in two SCSI domains and a SCSI initiator device with multiple SCSI ports each containing a SCSI
initiator port participating in the same two SCSI domains. There is one SCSI target device with two SCSI
target ports and one SCSI initiator device with two SCSI initiator ports. There is one target port identifier and
one initiator port identifier in each of the two SCSI domains. Using the INQUIRY command’s Device
Identification VPD page (see SPC-4), the application clients in the SCSI initiator device have the ability to
discover that logical units in the SCSI target device are accessible via multiple SCSI initiator ports and
multiple SCSI target ports and map the configuration. However, application clients may not be able to

distinguish between the configuration shown in figure 30 and the configuration shown in figure 31.

SCSI domain 1
SCSI device SCSI device
SCSI target device SCS! port
SCSl target Service SCSI porfscs initiator devige
port delivery
! E— Task sub- . SCS|
] router system iitiator
Logical port
unit Appli-
Device SCSI port SCS| domain2 ca_tlon
server SCSI target client )
port
Task Task Service . S.(.:SI
manager router délivery initiator
| sub- port
system SCSl por]

Figure 30 — SCSI target device configured in multiple SCSI domains
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Figure 31 shows the same configuration as figure 30 except that the two SCSI domains have been replaced

by a single SCSI domain.
SCSI domain
SCSI device SCSI device
SCSI target device SCS! port
SCSI target SCSI porfsCsl initiator device
bor scsl
— router initiator
ort
Logical Service i
Fll delivery Appli-
Device SCSI port sub- capon
server SCSI target system client
port
Task Task irﬁticail)r
manager d router
J port
SCSI por

Th
tha

4.8

Th
md

ini
tar|
the

iniliator device contains more than one SCSI initiator port, the SCSI target device interacts with the SCSI

Figure 31 — SCSI target device and SCSI initiator ‘device configured in a single SCSI domain

s model for application client determination of multiple SCSI target port configurations relies on informati
t is available to the application clients only via commands.

.7 SCSI target device view of a SCSI initiator device with multiple SCSI initiator ports

s document does not require a SCSl{arget device to be able to detect that a SCSI initiator device contai
re than one SCSI initiator port. In the cases where a SCSI target device does not detect that a SCSI

iator device as if each SCSHinitiator port was contained in a separate SCSI initiator device (e.g., a SCS
et device operates in the configurations shown in figure 30 and figure 31 in the same way it operates ir]
configuration shown infigure 29).

NOTE 1 - The implications of this view of a SCSI initiator device are more extensive than are immediately
apparent (e.g¢, after a SCSI initiator device makes a persistent exclusive access reservation via one SCSI
initiator portyaccess is denied to the other SCSI initiator port(s) on that same SCSI initiator device).

NS
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4.9 The SCSI model for distributed communications

The SCSI model for communications between distributed objects is based on the technique of layering as
shown in figure 32.

SCSl initiator device SCSI target device
I/O system I/0 system
SCSI nlnlnlir‘nfinn T T Caommand
layer S.CSI. - abplication a S.CSI. standards
(SAL) application protocol application
CSI Transport Protocol service
interface
y Y SCSI
SCSI transport < SCSI transport - SCSI transport fVansoort
STPL protocol protocol protocol P
. ) protocol
services services
standard
Interconnect
service interface
Interconnect ' Interconnect
Interconnect Interconnect
layer . . standard
services services
4 Interconnect 4

Figure 32 — Protocol servicé reference model

The layers in this model and the specifications defining{the functionality of each layer are denoted by
hofizontal sequences. A layer consists of entities within the same layer that communicate with one another py
mgans of a protocol. Except for the interconnect:layer, such communication is accomplished by invoking
sefvices provided by the adjacent layer. The following layers are defined:

a) SAL: Clients and servers that originate and process SCSI I/O operations by means of a SCSI
application protocol,

b) STPL: Services and protocols.through which clients and servers communicate; and

c) Interconnect layer: Services, signaling mechanism and interconnect subsystem used for the
physical transfer of data,from sender to receiver. In the SCSI model, the interconnect layer is known
as a service delivery subsystem.

The set of SCSI transpert-protocol services implemented by a service delivery subsystem identify external
behavioral requirements-that apply to SCSI transport protocol standards. While these SCSI transport protogol
sefvices may serveas a guide for designing reusable software or firmware that is adaptable to different SCSI
trapsport protocals; there is no requirement for an implementation to provide the service interfaces defined|in
this document,

The SCSltransport protocol service interface is defined in this document in representational terms using SGSI
trapsport'protocol services. The SCSI transport protocol service interface implementation is defined in each
S{Stdransport protocol standard. The interconnect service interface is described as appropriate in each SGSI
transport protocol standard.

Interactions between the SAL and STPL are defined with respect to the SAL and may originate in either layer.
An outgoing interaction is modeled as a procedure call invoking an STPL service (e.g., invoking an operation
defined by the SCSI Target Port class or the SCSI Initiator Port class). An incoming interaction is modeled as
a procedure call invoked by the STPL (e.g., invoking an operation defined by the Application Client class, the
Device Server class, or the Task Manager class).
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All procedure calls may be accompanied by parameters or data. Both types of interaction are described using

the notation for procedures described in 3.9. In this document, input arguments are defined relative to the

layer receiving an interaction (i.e., an input is an argument supplied to the receiving layer by the layer initiating
the interaction).

The following types of service interactions between layers are defined:

a)

SCSI transport protocol service request procedure calls from the SAL invoking a service provided by

the STPL;

SCSI transport protocol service indication procedure calls from the STPL informing the SAL that an

ThE services provided by an STPL are either confirmed or unconfirmed (i.e., service available at the SCSI
trapsport protocol service interface that does not result in a completion confirmation). A SAL service reque

asynchronous event has occurred (e.g., the receipt of a peer-to-peer protocol transaction);

SCSI transport protocol service response procedure calls to the STPL invoked by the SAL in
response to a SCSI transport protocol service indication. A SCSI transport protocol servicerrespon
may be invoked to return a reply from the invoking SAL to the peer SAL; and

SCSI transport protocol service confirmation procedure calls from the STPL notifying thesSAL that
SCSI transport protocol service request has completed, has been terminated, or has failed to trangi
the interconnect layer. A SCSI transport protocol service confirmation may commiunicate parametg
that indicate the completion status of the SCSI transport protocol service requést‘or any other staty
A SCSI transport protocol service confirmation may be used to convey a response from the peer S

inoking a confirmed service always results in a confirmation from the STPL,

-n
o)

SAL

igure 33 shows the relationships between the four SCSI transport pratocol service types.

STPL

SCSI transport
protocol service
request

SCSI transport
protocol service
confirmation

\

R

SCSI transport
protocol service
indication

SCSI transport
protocol service
response

Figure 33 — SCSI transport protocol service mode
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Figure 34 shows how SCSI transport protocol services may be used to process a client-server
request-response transaction at the SAL.

Th
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A
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STPL protocol
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SCSI transport

transactions

STPL protocol

protocol service
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SCSI trafisport

protocol service

transactions

protocol(service

confirmation response

:}SI transport protcéjl

service interface

Figure 34 — Request-Response SAL transaction and related STPL services

e dashed lines in figure 34 show a SCSI application protocol transaction as it may appear to sending an
eiving entities within the client and server. Thesolid lines in figure 34 show the corresponding SCSI
nsport protocol services and STPL transactions that are used to transport the data.

device server invokes a data transfer SCSI transport protocol service, then the interactions required to
hsfer the data do not involve the application client. Only the STPL in the SCSI device that also contains t
blication client is involved. Figure 35 shows the relationships between the SCSI transport protocol serviqg
es involved in a data transfer request.

SAL
STPL

SCSI transport
protocol service
request

SCSI transport
protocol service
confirmation

Figure 35 — SCSI transport protocol service model for data transfers
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Figure 36 shows how SCSI transport protocol services may be used to process a device server data transfer
transaction.

SAL
*Ir""jl Device *
| |

| | Server
A . STPL . A

STPL protocol > SCSI transport

transactions protocol service

request
STPL protocol SCSI transport
- - - .
transactions protocol service

/ confirmation
:&I transport protocol

service interface

Note: The dotted box represents a memory access function provided by the
SCSl initiator device whose definition is outside the scope of this document.

Figure 36 — Device server data transfer transaction and related STPL services

If 4 device server invokes a Terminate Data Transfer SCS8I,transport protocol service, then the interactions
required to complete the service do not involve the SCS}transport protocol service interface or the applicatipn
clignt. Only the STPL in the SCSI device that also contains the device server is involved. Figure 37 shows the

relationships between the SCSI transport protocoliservice types involved in a Terminate Data Transfer
request.

SAL

* STPL *
v

SCSI transport
protocol service
request

SCSI transport
protocol service

confirmation

Figure 37 — SCSI transport protocol service model for Terminate Data Transfer
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Figure 38 shows how SCSI transport protocol services may be used to process a device server Terminate
Data Transfer transaction.
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Figure 38 — Device server Terminate Data Transfer transaction and related STPL services
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5 SCSI command model

5.1 The Execute Command procedure call

An application client requests the processing of a command by invoking the SCSI transport protocol services
described in 5.4, the collective operation of which is modeled in the following procedure call:

~

Task Attribute, [Data-In Buffer Size], [Data-Out Buffer]
[Data-Out Buffer Size], [CRN], [Command Priority]),
OUT ( [Data-In Buffer], [Sense Data], [Sense Data
Length], Status, [Status Qualifier] ))

Ingut arguments:

I_T_L Nexus: An identifier for the |_T_L nexus routing the command (see 4.6.31.2).
Command Identifier: The numerical identifier identifying the command (sée 4.6.31.3).
CDB: Command descriptor block (see 5.2).
Task Attribute: A value specifying one of the task attributes.defined in 8.4.

Data-In Buffer Size: The number of bytes available for data transfers to the Data-In Buffer (see
5.4.3). SCSI transport protocols may-interpret the Data-In Buffer Size to
include both the size and the location/of the Data-In Buffer.

Data-Out Buffer: A buffer (see 5.4.3) containing ecemmand specific information to be sent to the
logical unit (e.g., data or parameter lists needed to process the command).
The buffer size is indicated by the Data-Out Buffer Size argument. The content
of the buffer shall not change during the lifetime of the command (see 5.5) as
viewed by the application client.

Data-Out Buffer Size: The number of bytes available for data transfers from the Data-Out Buffer (seg¢
5.4.3).

CRN: If the CRN.is/used, then all commands on an|_T_L nexus shall include a CRN
argumentithat is incremented by one after each Send SCSI Command
operation (see 4.6.8.4) is invoked. The CRN shall be setto one foreach | T I
nexus involving the SCSI port after the SCSI port receives a hard reset or
detects |_T nexus loss. The CRN shall be set to one after it reaches the
maximum CRN value supported by the protocol. The CRN value zero shall be
reserved for use as defined by the SCSI transport protocol. It is not an error fof
the application client to provide a CRN when CRN is not supported by the
SCSI transport protocol or logical unit. See the SCSI transport protocol
standards for rules regarding CRN checking.

Command Priority: The priority assigned to the command (see 8.5).
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Output arguments:

Data-In Buffer: A buffer (see 5.4.3) to contain command specific information returned by the
logical unit by the time of command completion. The Execute Command
procedure call shall not return GOOD status or CONDITION MET status
unless the buffer contents are valid. The buffer contents shall be considered
invalid unless the Execute Command procedure call returns GOOD status or
CONDITION MET status. While some valid data may be present for other
values of status, the application client should rely on additional information
1Torm tne IOgiCEI it (€.4., selise ddld) 10 determine the state of the buffer
contents. If the command terminates with a service response of SERVICE
DELIVERY OR TARGET FAILURE, the application client shall consider the buffer
contents to be undefined.

Sense Data: A buffer containing sense data (see 5.13) returned in the same IN] nexus
transaction as status (see 5.3). The buffer length is indicated by’the Sense
Data Length argument. If the command terminates with a service response o
SERVICE DELIVERY OR TARGET FAILURE, the application client shall consider the
sense data to be undefined.

Sense Data Length: The length in bytes of the Sense Data (see 5.13);

Status: A one-byte field containing command completion’ status (see 5.3). If the
command terminates with a service response-0f SERVICE DELIVERY OR TARGET
FAILURE, the application client shall consider command completion status to b¢
undefined.

Status Qualifier: Additional information about the indicated command completion status (see
5.3.2).

Orie of the following SCSI transport protocol specific seryice responses shall be returned:
COMMAND COMPLETE: A logical unit response indicating that the command has

completeds The Status argument shall have one of the values
described in 5.3.

SERVICE DELIVERY OR TARGET FAILURE: Thecommand has been terminated due to a service delivery
failure or SCSI target device malfunction. All output arguments arg
invalid.

The SCSI transport protocol events corresponding to a service response of COMMAND COMPLETE or SERVICE
DELIVERY OR TARGET FAILURE shall be specified in each SCSI transport protocol standard.

5.2 Command descriptor block (CDB)

The CDB defines.the operation to be performed by the device server. See SPC-4 for the CDB formats.

Fof all commands, if the logical unit detects an invalid field in the CDB, then the logical unit shall not procegs
thg comimand.

A

Some operation codes provide for modification of their operation based on a service action. In such cases, the
combination of operation code value and service action code value may be modeled as a single, unique
command. The location of the SERVICE ACTION field in the CDB varies depending on the operation code value.

[|CBBs shall have an OPERATION CODE field as the first byte.
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All CDBs shall contain a CONTROL byte (see table 41). The location of the CONTROL byte within a CDB depends

on the CDB format (see SPC-4).

Table 41 — cONTROL byte

Bit 7 6

4

3

2

1

0

Vendor specific

Reserved

NACA

Obsolete

Obsolet

D

A
implement the NACA bit.

SCSI transport protocol standards shall define as mandatory the functionality needed for a logical\unit t

A4

The NAcA (Normal ACA) bit specifies whether an ACA condition is established if the command terminates wjth
CHECK CONDITION status. A NACA bit set to one specifies that an ACA shall be established-A NACA bit set|to

zefo specifies that an ACA shall not be established. The actions for ACA are describedn 5.9. Actions that
mgy be required when an ACA is not established are described in 5.8. All logical unitsyshall implement support
for|the NACA value of zero and may support the NACA value of one (i.e., ACA). The-ability to support a NACA

value of one is indicated with the NORMACA bit in the standard INQUIRY data (See SPC-4).

If the NACA bit is set to one but the logical unit does not support ACA, the command shall be terminated with

CHECK CONDITION status, with the sense key set to ILLEGAL REQUEST.and the additional sense code get

to [NVALID FIELD IN CDB.
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5.3 Status

5.3.1 Status codes

The status codes are described in table 42. Status shall be sent from the device server to the application client
whenever a command completes with a service response of COMMAND COMPLETE.

Fable-42—Status-—codes
Code Status g:::;gg Service response
00h GOOD yes COMMAND COMPLETE
02h CHECK CONDITION yes COMMAND COMPLETE
04h CONDITION MET yes COMMAND COMPLETE
08h BUSY yes COMMAND COMPLETE
10h Obsolete
14h Obsolete
18h RESERVATION CONFLICT yes COMMAND COMPLETE
22h Obsolete
28h TASK SET FULL yes COMMAND COMPLETE
30h ACA ACTIVE yes COMMAND COMPLETE
40h TASK ABORTED yes COMMAND COMPLETE
Aélo?jtgsr Reserved
Sense data may be delivered in the buffer defined by the Sense Data argument of the Execute Command
prgcedure call (see 5.1) foryany status code.
Definitions for each status code are as follows:
GQOD: This status/indicates that the device server has completed the command without error.
CHECK CONDITION: This status indicates that sense data has been delivered in the buffer defined by th¢
Sehse Datarafgument to the Execute Command procedure call (see 5.13). Additional actions that are
required\ifCHECK CONDITION status is returned are described in 5.8.
CQONDITION MET: The use of this status is limited to commands for which it is specified (see the

PRE-FETCH commands in SBC-3).

BUSY: This status indicates that the logical unit is busy. This status shall be returned whenever a logical unit
is temporarily unable to accept a command through the SCSI target port on which the status is returned and
zero or more other SCSI target ports. The recommended application client recovery action is to issue the
command again at a later time.

If the UA_INTLCK_CTRL field in the Control mode page contains 11b (see SPC-4), termination of a command
with BUSY status shall cause a unit attention condition to be established for the SCSI initiator port on the |_T
nexus that sent the command with an additional sense code set to PREVIOUS BUSY STATUS.
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The status qualifier, if supported by a SCSI transport protocol, may provide the SCSI initiator port with more
information about when the command should be retransmitted (see 5.3.2).

RESERVATION CONFLICT: This status shall be returned whenever a command is sent by an application
client to a logical unit in a way that conflicts with an existing reservation (see SPC-4).

If the UA_INTLCK_CTRL field in the Control mode page contains 11b (see SPC-4), termination of a command
with RESERVATION CONFLICT status shall cause a unit attention condition to be established for the SCSI
initiator port on the I_T nexus that sent the command with an additional sense code set to PREVIOUS
RESERVATION CONFLICT STATUS.
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SK SET FULL: If the logical unit has at least one command in the task set for an |_T nexus and a lack
k set resources prevents the logical unit from accepting an additional command received from that, T
Kus into the task set, then TASK SET FULL status shall be returned. If the logical unit has no command
task set for an |_T nexus and a lack of task set resources prevents accepting a received command fror
t I_T nexus into the task set, then BUSY status should be returned.

e logical unit should allow at least one command in the task set for each supported |_Tinexus (i.e., a logiq
t should allow at least one command into the task set for each |_T nexus that has been‘identified in a SG
hsport protocol specific manner (e.g., a login), or by the successful reception of. a command).

E status qualifier, if supported by a SCSI transport protocol, may provide the SCSI initiator port with mor
brmation about when the command should be retransmitted (see 5.3.2).

ne UA_INTLCK_CTRL field in the Control mode page contains 11b (see, SP€-4), termination of a command
h TASK SET FULL status shall cause a unit attention condition to be established for the SCSI initiator p
ATUS.

A ACTIVE: This status shall be returned as described in 5:9.2 and 5.9.3 if an ACA exists within a task s
e application client may reissue the command on the same |_T nexus after the ACA condition has been
ared.

SK ABORTED: This status shall be returned if alcommand is aborted by a command or task managemgq
ction on another |_T nexus and the Control mode page TAS bit is set to one (see 5.6).

.2 Status qualifier

b status qualifier provides additional jnformation about the reason for the status code (see 5.3.1).

e status qualifier format is as.shown in table 43.

Table 43 — Status qualifier format

the |_T nexus that sent the command with an additional sense cade set to PREVIOUS TASK SET FULL

-

al
Sl

%

Drt

W
—

Bit
Byte 7 6 5 4 3 2 1 0
0 SCOPE (MSB)
QUALIFIER
1 (LSB)
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The scorpeE field (see table 44) indicates the logical unit(s) to which the status qualifier applies.

Table 44 — scorE field

Code | Affected logical unit(s) Affected nexus(es)
. . . . All'l_T nexus(es)
00b T‘h(‘e logical unit addressed by the command associated with the associated with the
e addressed logical unit:
. . . . I_T nexus through
All logical units accessible by the SCSI target port through which .
01b . ; which the statts was
the command associated with the status was routed.
returned.
All logical unit(s) contained within the SCSI device that contains
10b the logical unit addressed by the command associated with the All InT\nexus(es).
status.

11b Reserved
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The QUALIFIER field (see table 45) indicates additional information about the reason for the status code.

Table 45 — QUALIFIER field

Status code

QUALIFIER field

Description

No additional information (i.e., the same as returning no

Al 0000 status qualifier)
The number of 100 ms increments the application client
should wait before sending another command to the logieal
0001h to 3FEFh unit(s) indicated by the ScoOPE field using the nexus{es)
indicated by the SCOPE field.
3FFOh to 3FFDh Reserved
BUSY o . "
The application client should stop sending commands to the
3FFEh logical unit(s) indicated by the scopE field using the
nexus(es) indicated by the scoPe-field.
The logical unit(s) indicated\by’the scoPE field are not able to
3FFFh accept the command becduse they are servicing too many

other |_T nexuses.

TASK SET FULL 2

0001h to 3FEFh

The application client should wait before sending another
command to the\legical unit on any |I_T nexus until:
a) at least'the number of 100 ms increments indicated
inthe QUALIFIER field have elapsed; or
b).,a‘command addressed to the logical unit on any I_T
nexus completes or terminates.

3FFOh to 3FFFh Reserved
GOOD 0001h to 3FFER Reserved
The number of 100 ms increments the application client
crck | 001 Seeen | Shoudat efr sendng anctrer command o e o
CONDITION indicated by the sCOPE field.

3FFOh to 3FFFh Reserved
CONDITIONMET | 0001h to 3FFFh Reserved
RECS;\T;/SQ.?N 0001h to 3FFFh Reserved
ACA ACTIVE 0001h to 3FFFh Reserved
TASK ABORTED 0001h to 3FFFh Reserved
All others 0001h to 3FFFh Reserved

@ The scopE field shall be set to zero.
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5.3.3 Status precedence

If a device server or task manager detects that more than one of the following conditions applies to a
completed command, it shall select the condition to report based on the following precedence:

1) an ACA ACTIVE status;

2) a CHECK CONDITION status for any of the following unit attention conditions (i.e., with a sense key

set to UNIT ATTENTION and one of the following additional sense codes):
A) POWER ON, RESET, OR BUS DEVICE RESET OCCURRED;

A device server or task manager may report the following status codes with any level of precedence:

Fo
co
ref
RE

Fo
un

pre
se

5.4 SCSltransport protocol services for SCSI commands

R) POWER ONQCCURRED;

C) SCSI BUS RESET OCCURRED;
D) MICROCODE HAS BEEN CHANGED;
E) BUS DEVICE RESET FUNCTION OCCURRED;
F) DEVICE INTERNAL RESET,
G) COMMANDS CLEARED BY POWER LOSS NOTIFICATION; or
H) |_T NEXUS LOSS OCCURRED;
3) a RESERVATION CONFLICT status; and
4) a status of:
A) CHECK CONDITION, other than with a sense key set to ILLEGAL REQUEST or for any reag
not listed in (2);
B) GOOD;
C) CONDITION MET; or
D) TASK ABORTED.

NOTE 2 The names of the unit attention conditions listed in this subclause (e.g., SCSI BUS RESET
OCCURRED) are based on usage in SAM-2. The use of these dnit'attention condition names is not to be
interpreted as a description of how the unit attention conditions.are represented by any given SCSI transport
protocol.

a) BUSY status;
b) TASK SET FULL status; or
c) CHECK CONDITION status with a sense key set to ILLEGAL REQUEST.

r an administrative logical unit (see 4.6.11) or a hierarchical logical unit (see 4.6.15), any unit attention
ndition that was established for all logical units (e.g., REPORTED LUNS DATA HAS CHANGED) should
orted with a higher precedence than a CHECK CONDITION status with a sense key set to ILLEGAL
QUEST and an additional sense code set to LOGICAL UNIT NOT SUPPORTED.

I a subsidiary logical unitjany unit attention condition that was established for all logical units in the logig
t conglomerate (e.g.,,REPORTED LUNS DATA HAS CHANGED) shall be reported with a higher
cedence than a CHECK CONDITION status with a sense key set to ILLEGAL REQUEST and an additior
hse code set to,SUBSIDIARY LOGICAL UNIT NOT CONFIGURED.

5.4

on

al

al

.1SCSil transport protocol services for SCSI commands overview

The SCSI transport protocol services that support the Execute Command procedure call are described in
5.4. The following groups of SCSI transport protocol services are described:

a) the SCSI transport protocol services that support the delivery of the command and status (see 5.4.
and

2);

b) the SCSI transport protocol services that support the data transfers associated with processing a

command (see 5.4.3).
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5.4.2 Command and status SCSI transport protocol services
5.4.2.1 Command and status SCSI transport protocol services overview
All SCSI transport protocol standards shall define the SCSI transport protocol specific requirements for

implementing the Send SCSI Command SCSI transport protocol service request (see 5.4.2.2), the SCSI
Command Received SCSI transport protocol service indication (see 5.4.2.3), the Send Command

Complete SCSI transport protocol service response (see 5.4.2.4), and the Command Complete Received

SCSI transport protocol service confirmation (see 5.4.2.5) SCSI transport protocol services.

All
an
ap

Received SCSI transport protocol service indication and the Send Command Complete SCSlransport

prd
5.4

An
th3

Send SCSI Command SCSI transport protocol service request:

Ing

SCSl initiator devices shall implement the Send SCSI Command SCSI transport protocol service requgst
H the Command Complete Received SCSI transport protocol service confirmation as defined in the
plicable SCSI transport protocol standards. All SCSI target devices shall implement the SCSI Command

tocol service response as defined in the applicable SCSI transport protocol standards.
.2.2 Send SCSI Command SCSI transport protocol service request

application client invokes the Send SCSI Command SCSI transport protocol service request to request
t a SCSI initiator port send a command over the service delivery subsystem.

bend SCSI Command (IN (I_T_L Nexus, Command Identifier, CDB, Task Attribute, [Data-In Buffef
Size], [Data-Out Buffer], [Data-Out Buffer Size], [CRN], [Command Priority],
[First Burst Enabled] ))

ut arguments:

I_T_L Nexus: An identifier for the |_T_L.néxus routing the command (see 4.6.32.3).
Command Identifier: The numerical identifieridentifying the command (see 4.6.31.3).
CDB: Command descriptor block (see 5.2).

Task Attribute: A value specifying one of the task attributes defined in 8.4. For specific
requirements'on the Task Attribute argument see 5.1.

Data-In Buffer Size: The number of bytes available for data transfers to the Data-In Buffer (see
5.4.3). SCSI transport protocols may interpret the Data-In Buffer Size to
include both the size and the location of the Data-In Buffer.

Data-Out Buffer: \_A buffer containing command specific information to be sent to the logical unit
(e.g., data or parameter lists needed to process the command (see 5.1)). The
content of the Data-Out Buffer shall not change during the lifetime of the
command (see 5.5) as viewed by the application client.

Data-Out Buffer Size: The number of bytes available for data transfers from the Data-Out Buffer (se¢
5.4.3).

CRN: If CRN is used, then all commands on an |_T_L nexus include a CRN
argument (see 5.1).

Command Priority: The priority assigned to the command (see 8 5)

First Burst Enabled: An argument specifying that a SCSI transport protocol specific number of
bytes from the Data-Out Buffer shall be delivered to the logical unit without
waiting for the device server to invoke the Receive Data-Out SCSI transport
protocol service.

5.4.2.3 SCSI Command Received SCSI transport protocol service indication

The task router (see 4.6.7) invokes the SCSI Command Received SCSI transport protocol service indication
to notify a task manager that it has received a command over the service delivery subsystem.
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SCSI Command Received SCSI transport protocol service indication:

SCSI Command Received (IN ( I_T_L Nexus, Command Ildentifier, CDB, Task Attribute, [CRN],
[Command Priority], [First Burst Enabled] ))

Input arguments:

I_T_L Nexus: An identifier for the |_T_L nexus routing the command (see 4.6.32.3).
Command Identifier: The numerical identifier identifying the command (see 4.6.31.3).
CDB: Command descriptor block (see 5.2).
Task Attribute: A value specifying one of the task attributes defined in 8.4.

CRN: If a CRN argument is used, then all commands on an |_T_L nexus include a
CRN argument (see 5.1).

Command Priority: The priority assigned to the command (see 8.5).

First Burst Enabled: An argument specifying that a SCSI transport protocol specific number of
bytes from the Data-Out Buffer are being delivered te-the logical unit without
waiting for the device server to invoke the Receive Data-Out SCSI transport
protocol service.

5.4.2.4 Send Command Complete SCSI transport protocol service response

A dlevice server, a task manager, or a task router invokes the Send:.Command Complete SCSI transport
prgtocol service response to request that a SCSI target port tranSmit command complete information over the
sefvice delivery subsystem.

Send Command Complete SCSI transport protocol service response:

$end Command Complete (IN (I_T_L Nexus, Command Ildentifier, [Sense Data], [Sense Data
Length], Status, Service Response, [Status Qualifier] ))

Ingut arguments:

I_T_L Nexus: An identifief.for the |_T_L nexus routing the command (see 4.6.32.3).
Command Identifier: The numerical identifier identifying the command (see 4.6.31.3).

Sense Data: If-present, a Sense Data argument instructs the SCSI target port to complete
with sense data to the SCSI initiator port (see 5.13).

Sense Data Length:) * The length in bytes of the sense data to be returned to the SCSI initiator port
Status: Command completion status (see 5.1).
Service Response: Service response information for the command (see 5.1).

Status Qualifier: The Status Qualifier code for the command (see 5.3.2).

5.4.2.5 Command Complete Received SCSI transport protocol service confirmation

A STSTinitiator port invokes the Command Complete Received SCSI transport protocol service
confirmation to notify an application client that it has received command complete information.

Command Complete Received SCSI transport protocol service confirmation:
Command Complete Received (IN ( L_T_L Nexus, Command Identifier, [Data-In Buffer], [Sense

Data], [Sense Data Length], Status, Service Response, [Status
Qualifier] ))
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Input arguments:

5.4

5.4

Th

inifiator port while processing commands. All SCSI transport protocol standards shall define the protocols

reg

Th
log
39
m3

clignt using the Data-In Buffer, or both to and from the application client using both the Data-In Buffer and t

D3

O U

I_T_L Nexus: An identifier for the |_T_L nexus routing the command (see 4.6.32.3).
Command Identifier: The numerical identifier identifying the command (see 4.6.31.3).

Data-In Buffer: A buffer containing command specific information returned by the logical unit
on command completion (see 5.1).

Sense Data: Sense data returned in the same |_T nexus transaction as status (see 5.13).
Status: Command completion status (see 5.1).
Service Response: Service response for the command (see 5.1).

Status Qualifier: The status qualifier for the command (see 5.3.2).
.3 Data transfer SCSI transport protocol services
.3.1 Overview
e data transfer services described in 5.4.3 provide mechanisms for moving-data to and from the SCSI

uired to implement these services.

e application client's Data-In Buffer and/or Data-Out Buffer each@ppears to the device server as a sing|
ically contiguous block of memory large enough to hold all the'data required by the command (see figur
. This document allows either unidirectional or bidirectional data transfer. The processing of a commang
y require the transfer of data from the application client using the Data-Out Buffer, or to the application

ta-Out Buffer.

Application
Client

Byte Count Buffer Offset
equested by
evice Server

Application

Client
Buffer Size

D

D

Figure 39 — Model for Data-In and Data-Out data transfers

This document assumes that the buffering resources available to a logical unit are limited, and the buffer in
the logical unit may not be capable of containing all of the data required to be transferred for one command.
Such data needs to be moved between the application client and the logical unit in segments that are smaller
than the transfer size specified in the command. The amount of data moved per segment is usually a function
of the buffering resources available to the logical unit. Figure 39 shows the model for such incremental data
transfers.
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SCSI transport protocols may allow logical units to accept the initial portion of the Data-Out Buffer data, called
the first burst, along with the command without waiting for the device server to invoke the Receive Data-Out
SCSI transport protocol service. This is modeled using Receive Data-Out SCSI transport protocol service
calls for which the SCSI transport protocol may have moved the first burst prior to the call.

SCSI transport protocols that define a first burst capability shall include the First Burst Enabled argument in
their definitions for the Send SCSI Command and SCSI Command Received SCSI transport protocol
services. Logical units that implement the first burst capability shall implement the FIRST BURST SIZE field in the
Disconnect-Reconnect mode page (see SPC-4).

trapsfer of data to or from the application client Data-In Buffer or Data-Out Buffer, respectively. The SCS]

ThF S I'PL confirmed services described In 5.4.3.2 and 5.4.3.3 are used by the device server to request the
inifiator device SCSI transport protocol service interactions for data transfers are unspecified.

The movement of data between the application client and device server is controlled by the following
arguments:

Application Client Buffer Size: The total number of bytes in the application client's buffer
(i.e., equivalent to Data-In Buffer Size forthe Data-In Buffer
or equivalent to Data-Out Buffer Size for the Data-Out
Buffer).

Application Client Buffer Offset: Offset in bytes from the begifining of the application client's
buffer (Data-In or Data-Out)to the first byte of transferred
data.

byte Count Requested by Device Server: Number of bytes to'lde moved by the data transfer request.

For any specific data transfer SCSI transport protocol service request, the Byte Count Requested by Devite
Sefrver is less than or equal to the combination of Application Client Buffer Size minus the Application
C}Vnt Buffer Offset.

Rdandom buffer access occurs when the device serverrequests data transfers to or from segments of the
application client's buffer that have an arbitrary offset'and byte count. Buffer access is sequential when

sugcessive transfers access a series of increasing, adjoining buffer segments. Support for random buffer
acgess by a SCSI transport protocol standard’is optional. A device server implementation designed for any
S{SI transport protocol implementation should be prepared to use sequential buffer access if necessary.

If 4 SCSI transport protocol supports random buffer access, the offset and byte count specified for each ddta
segment to be transferred may overlap. In this case the total number of bytes moved for a command is nofla
rellable indicator of highest bytedtransferred and shall not be used by a SCSI initiator device or SCSI targetf
deyice implementation to detetmine whether all data has been transferred.

All[SCSI transport protocolstandards shall define support for a resolution of one byte for the Application Clignt
Buffer Size argument.

S{SI transport pretacol standards may define restrictions on the resolution of the Application Client Buffer
Offset argument./SCSI transport protocol standards may define restrictions on the resolution of the Reques
Byfe Count argument for any call to the Send Data-In SCSI transport protocol service or any call to the
Relceive Data-Out SCSI transport protocol service that does not transfer the last byte of the Application Clignt
Buffer.

—

Thjs-document provides only for the transfer phases to be sequential. Provision for overlapping transfer
phases is outside the scope of this document.

The STPL confirmed services described in 5.4.3.4 are used by the task manager or device server to terminate
partially completed transfers to the Data-In Buffer or from the Data-Out Buffer. The Terminate Data Transfer
SCSI transport protocol service requests that one or more Send Data-In SCSI transport protocol service

requests or Receive Data-Out SCSI transport protocol service requests be terminated by a SCSI target port.
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5.4.3.2 Data-In delivery service

5.4.3.2.1 Send Data-In SCSI transport protocol service request

A device server invokes the Send Data-In SCSI transport protocol service request to request that a SCSI
target port send data over the service delivery subsystem.

Send Data-In SCSI transport protocol service request:

Ingut arguments:

5.4.3.2.2 Data-In Delivered SCSI transport protocol service confirmation

A $CSI target port uses the Data-In Delivered SCSI transport prdtocol service confirmation to notify a devi

se

Data-In Delivered SCSI transport protocol service confirmation:

Th
su
att

Ing

5.4

5.4

Application Client Buffer Offset: Offset in bytes from the beginning of the application client's buffer (i.e

_Send Data-In (IN (I_T_L Nexus, Command ldentifier, Device Server Buffer,

Application Client Buffer Offset, Request Byte Count ))

Command Identifier: The numerical identifier identifying the command (see4.6.31.3).

Device Server Buffer: The buffer in the device server from which data is.to be transferred.

the Data-In Buffer) to the first byte of transferred data.
Request Byte Count: Number of bytes to be moved by this fequest.

rver that it has sent data.

Data-In Delivered (IN ( I_T_L Nexus, Command Identifier, Delivery Result ))

s SCSI transport protocol service confirmation.notifies the device server that the specified data was
ccessfully delivered to the application client buffer, or that a service delivery subsystem error occurred wh
empting to deliver the data.

ut arguments:

I_T_L Nexus: An identifier for the |_T_L nexus routing the command (see 4.6.32.3).
Command Identifier: _The numerical identifier identifying the command (see 4.6.31.3).

Delivery Result; - An encoded value representing one of the following:
DELIVERY SUCCESSFUL: The data was delivered successfully.
DELIVERY FAILURE: A service delivery subsystem error occurred while
attempting to deliver the data.

.3.3 Data-Out delivery service

.3.3.1'Receive Data-Out SCSI transport protocol service request

I_T_L Nexus: An identifier for the |_T_L nexus routing the command (see 4.6.32.3).

i

A device server invokes the Receive Data-Out SCSI transport protocol service request to request that a SCSI
target port receive data over the service delivery subsystem.

Receive Data-Out SCSI transport protocol service request:

Receive Data-Out (IN ( I_T_L Nexus, Command Identifier, Application Client Buffer Offset,
Request Byte Count, Device Server Buffer ))
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Input arguments:

I_T_L Nexus: An identifier for the |_T_L nexus routing the command (see 4.6.32.3).

Command Identifier: The numerical identifier identifying the command (see 4.6.31.3).

Application Client Buffer Offset: Offset in bytes from the beginning of the application client's buffer (i.e.,

If t
an
un
ing
tra
su

5.4
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Data-Out Received SCSI transport protocol service confirmation:

Th
su
req

Ing

5.4

5.4

A dlevice serveror task manager invokes the Terminate Data Transfer SCSI transport protocol service

reg
Te

the Data-Out Buffer) to the first byte of transferred data.
Request Byte Count: Number of bytes to be moved by this request.
Deviee-S Buffer—TFre-buffer-im . chdtartar | ; -

ne SCSI Command Received SCSI transport protocol service included a First Burst Enabled argument|
 random buffer access is not supported, first burst data shall be transferred to the Device Server|Buffer]
il all first burst data has been transferred. If the SCSI Command Received SCSI transport protoeol service
luded a First Burst Enabled argument and random buffer access is supported, first burst data should be
hsferred to the Device Server Buffer but first burst data may be re-transferred across a,sernvice delivery
bsystem.

.3.3.2 Data-Out Received SCSI transport protocol service confirmation

bCS| target port invokes the Data-Out Received SCSI transport protocol service confirmation to notify g
Vice server that it has received data over the service delivery subsystem.

Data-Out Received (IN ( L_T_L Nexus, Command ldentifier, Delivery Result ))

s SCSI transport protocol service confirmation notifies the device server that the requested data has be
ccessfully delivered to its buffer, or that a service delivery.subsystem error occurred while attempting to
eive the data.

0%

ut arguments:

I_T_L Nexus: An identifier for the"|_T_L nexus routing the command (see 4.6.32.3).
Command Identifier: The numerical.identifier identifying the command (see 4.6.31.3).

Delivery Result: An encoded value representing one of the following:
DELIVERY SUCCESSFUL: The data was delivered successfully.
DELIVERY FAILURE: A service delivery subsystem error occurred while
attempting to receive the data.

.3.4 Terminate Data-Transfer service

.3.4.1 Terminate Data Transfer SCSI transport protocol service request

uest to_request that a SCSI target port terminate data transfers.

'minate Data Transfer SCSI transport protocol service request:

Terminate Data Transter (IN ( Nexus, [Command identitier] ))

Input argument:
Nexus: An identifier for the |_T nexus (see 4.6.32.2), or an identifier for the |_T_L
nexus (see 4.6.32.3).

Command Identifier: The numerical identifier (see 4.6.31.3) identifying the command associated
with the data transfer being terminated.

The SCSI target port terminates all transfer service requests for the specified command identifier on the
specified nexus. If no command identifier is specified, then the SCSI target port terminates all transfer service
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requests for all commands on the specified nexus (e.g., if an |_T_L nexus is specified with no command
identifier, then the SCSI target port terminates all transfer service requests from the logical unit for the

specified SCSI initiator port).

5.4.3.4.2 Data Transfer Terminated SCSI transport protocol service confirmation

A SCSI target port invokes the Data Transfer Terminated SCSI transport protocol service confirmation to
notify a device server or task manager that it has terminated all outstanding data transfers for the specified
command on the specified nexus.

DJta Transfer Terminated SCSI transport protocol service confirmation:

Ingut argument:
Nexus: An identifier for the |_T nexus (see 4.6.32.2), or an identifierfor'the |_T L
nexus (see 4.6.32.3).
Command Identifier: The numerical identifier (see 4.6.31.3) identifying the-command associated
with the data transfer being terminated.
Thijs SCSI transport protocol service confirmation is returned in response to 8 Terminate Data Transfer SG
trapsport protocol service request whether or not the specified nexus existed in the SCSI target port when t

reg
be

Dellivered SCSI transport protocol service confirmation and Data=Out Received SCSI transport protocol

se

5.

Th
vig
vie

An

Cagmmand SCSI transport protocolservice request is invoked until:

Data Transfer Terminated (IN ( Nexus, [Command identifier] ))

uest was received. After a Data Transfer Terminated SCSI transpott protocol service confirmation has
N sent in response to a Terminate Data Transfer SCSI transport protocol service request, Data-In

'vice confirmations shall not be sent for the commands specified by the nexus.

b Command lifetime

s subclause specifies the events delimiting the*beginning and end (i.e., lifetime) of a command from the
wpoint of the application client and device Server. The task router and task manager have the same
wpoint of the beginning and end of a command as the device server.

application client maintains an application client command (see 4.6.31) from the time the Send SCSI

a) the application client receives a service response of COMMAND COMPLETE for that command;

b) the application client)receives notification of a unit attention condition with one of the follow
additional sense(codes:
A) any additional sense code whose ADDITIONAL SENSE CODE field is set to 2Fh (e.g., COMMAN

CATHON or COMMANDS CLEARED BY DEVICE SERVER), if in reference to the task
containing the command;

B).lany additional sense code whose ADDITIONAL SENSE CODE field is set to 29h (e.g., POWER
RESET, OR BUS DEVICE RESET OCCURRED; POWER ON OCCURRED; SCSI BUS RES
OCCURRED; BUS DEVICE RESET FUNCTION OCCURRED; DEVICE INTERNAL RESET;

Sl

ng
DS

CLEARED BY ANOTHER INITIATOR, COMMANDS CLEARED BY POWER LOSS NOTIFI-

set
N1
ET
or

| TNEXUS LOSS OCCURRED); or

C) MICROCODE HAS BEEN CHANGED;

c) the application client receives notification that the task manager has detected an overlapped

command (see 5.10);

d) the SCSIl initiator device processes a SCSI device condition that aborts the command (see table 46);

e) the application client receives notification that the SCSI target device processed a SCSI dev
condition that aborted the command (see table 47);

ice

f) a service response of FUNCTION COMPLETE for a task management function that aborted the command

(see table 48);

g) a service response of COMMAND COMPLETE for another command that aborted the command (see

table 49);


https://standardsiso.com/api/?name=e080908f93fa74483b9edf687a95fa69

-132 - ISO/IEC 14776-415:2019 © ISO/IEC 2019

h) the application client receives a service response of FUNCTION COMPLETE following a QUERY TASK
task management function (see 7.8) directed to the specified command; or

i) the application client receives a service response of FUNCTION COMPLETE following a QUERY TASK
SET task management function (see 7.9) directed to the specified task set.

NOTE 3 Items other than a) assume in-order delivery (see 4.4.3).

If a service response of SERVICE DELIVERY OR TARGET FAILURE is received for a command (e.g., when an |_T
nexus loss is detected by the SCSI initiator port), the application client shall maintain an application client
copmar Id (bUU 4631 ) tU ICSpPIrescl It t; 1S CUITITIal Il.]I ul Itli ti 1< appiiuaiiU| I biiUl It i [5 05 dUtUl LLI Iil IUUI t; Idt ii 1<
command is no longer known to the device server.

NOTE 4 The names of the unit attention conditions listed in the subclause (e.g., SCSI BUS RESET
OCCURRED) are based on usage in SAM-2. The use of these unit attention condition names is noto-be
interpreted as a description of how the unit attention conditions are represented by any given SCShtransport
protocol.

The task manager creates a command upon receiving a SCSI Command Received,SCSI transport protodol
sefvice indication (see 5.4.2.3) (i.e., upon processing the SCSI Command Received operation (see 4.6.21.2)).

The command shall exist until:

a) the device server sends a service response for the command of COMMAND COMPLETE; or
b) the command is aborted as described in 5.6.

If § SCSI transport protocol does not require state synchronization (See4.4.2), then there may be a time skew
befween the completion of a device server request-response transaction as seen by the application client ahd
deyice server. As a result, the lifetime of a command as it appears to the application client is different from the
lifgtime observed by the device server.

Some commands initiate background operations that are‘processed after the command is no longer in the
tagk set (i.e., status has been returned for the command) (e.g., a SEND DIAGNOSTIC command if used tg
inifiate a background self-test (see SPC-4) or a write command if write cache is enabled (see SBC-3)).
Background operations may be aborted by power on, hard reset, or logical unit reset. Unless otherwise
specified (see 6.3.4 and 6.3.5), background operations shall not be aborted by |_T nexus loss or power los
expected.

[72]

Background operations may generate-deferred errors that are reported in the sense data for a subsequent
command (see SPC-4). Information that a deferred error occurred may be cleared before it is reported (e.d.
by|power on, hard reset, or logical unit reset). Deferred errors should not be cleared by I_T nexus loss or
poer loss expected.

Unless a command completes with GOOD status or CONDITION MET status, the degree to which the
required command processing has been completed is vendor specific.

5.6 Aborting commands

A ( ommand is aborted if a SCSI devrce condltlon (see 6.3), command or task management functlon causes

TASK ABORTED status, if any, is returned the SCSI target device shall send no further requests or
responses for that command.
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See table 46 for a list of the SCSI device conditions that cause commands to be aborted in a SCSI initiator
device.

Table 46 — SCSI device conditions that abort commands in a SCSI initiator device

SCSI device condition Scope Reference

Power on All commands in the SCSI initiator device 6.3.1

Hard reset AI.I .commands with an |_T nexus involving the SCSI 6.3.0
initiator port.

|_T nexus loss All commands associated with the lost |_T nexus. 6.3.4

SCSI transport

protocol specific As defined by the applicable SCSI transport protocol standard.
conditions
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See table 47 for a list of the SCSI device conditions that cause commands to be aborted in a SCSI target

device.
Table 47 — SCSI device conditions that abort commands in a SCSI target device
Unit attention
SCSI devi condition (see TASK
 oevice Scope 5.14) additional | ABORTED Reference_
Qoruiion N
sense code, if status
any
All commands in all logical
Power on units in the SCSI target no 6.3.1
device.
All commands in all logical
Hard reset units to which the SCS| yes érno P 6.3.2
target port has access in the
SCSI target device.
see table 54
lLogical unit reset 2 ﬁrl]litcommands in the logical yes orno © 6.3.3and 7.7
In each logical unit to which
the SCSI target port has
| T nexus loss 2 access, all commands no 6.3.4 and 7.6
associated with the lost |_ T
nexus.
All commands in all logical COMMANDS
power loss units in the SCSI tar eq[ CLEARED BY no 6.3.5
éxpected device 9 POWER LOSS e
’ NOTIFICATION

bCS| transport
protocol specific
onditions

As defined by the applicable SCSI transport protocol standard.

Key:

yes = Each commandthat is aborted on an |_T nexus other than the one that caused the SCSI device
condition,is-Completed with TASK ABORTED status, if the TAS bit is set to one in the Control mode
page (see.SPC-4).

mo = No statusdis returned for aborted commands.

! This SCSI device condition is able to be invoked by a task management function listed in table 48.
P 1f<the hard reset is caused by a particular |_T nexus (e.g., by a SCSI transport protocol specific tagk
management function), then “yes” applies, otherwise, “no” applies.

[T the logical unit Teset is caused Dy a particular I_T nexus (€.g., by a LOGICAL UNIT RESET task
management function), then “yes” applies, otherwise (e.qg., if triggered by a hard reset), “no” applies.
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See table 48 for a list of the task management functions that cause commands to be aborted.

Table 48 — Task management functions that abort commands (part 1 of 2)

Unit attention
condition (see TASK
:’::(I:(tirgra‘nagement Scope ad.il.:gnal ABORTED Reference
- status
sense code, if
any 2
All commands:
a) in the specified logical
unit;
ABORT TASK b) in the task set associated
fthe ABORT TASK with commands from the
, o . none no 7.2
scopeis | T L specified |_T nexus; and
hexus c) that were received on the
specified |_T nexus with
the specified command
identifier. P
All commands:
a) in all logical units;
b) in the task set associated

ABORT TASK with commands from the

fthe ABORT TASK specified |_T nexus; and none no 7.2

scope is |_T nexus c) that were received on the

specified |_T nexus;with
the specified command
identifier. P
Key:
yes = Each command that is abortedion an |_T nexus other than the one that delivered the task
management function is,completed with TASK ABORTED status, if the TAS bit is set to one in the
Control mode page.

no = No status is returned-foraborted commands.

P If the TAS bit is sette-zero in the Control mode page (see SPC-4), then the device server creates this
unit attention condition for each |_T nexus that had command(s) aborted other than the |_T nexus that
delivered the task management function. If the TAS bit is set to one in the Control mode page (sge

! SPC-4), then-the device server does not create this unit attention condition.

If:

a) the '8CSI target device does not check overlapped commands;

b) \the SCSI transport protocol standard defines that the command identifier scope is the I_T nexuf;
and

e—a-command-n-arothertogieal-uritisusing-the-same-command-dentifier

then the ABORT TASK should not affect commands in other logical units in the same SCSI target

device.

€ If the TST field is set to 001b (i.e., per |_T nexus) in the Control mode page (see SPC-4), then there is
one task set per I_T nexus in the logical unit. As a result, commands from other I_T nexuses are not
affected and CLEAR TASK SET is equivalent to ABORT TASK SET.
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Table 48 — Task management functions that abort commands (part 2 of 2)

Unit attention
condition (see
TASK
Task management 5.14)
function Scope additional ABORTED Reference
. status
sense code, if
any 2
All commanads:
a) in the specified logical
unit;
ABORT TASK SET b) |n.the task set associated
with commands from the none no 7.3
|_T L nexus) o .
- = specified |_T nexus; and
c) that were received on the
specified |_T nexus with
any command identifier.
All commands:
a) in the specified logical
unit;
) . COMMANDS
CLEAR TASK SET b) m_the task set associated CLEAREDBY
with commands from the yes 7.5
I_T_L nexus) e . ANOTHER
specified |_T nexus; and
. INITTATOR
c) that were received on any
|_T nexus with any
command identifier. ©

| OGICAL UNIT

RESET (I T L See table 47 descriptiofof the logical unit reset condition.

hexus)

_T NEXUS - -

RESET (I_T nexus) See table 47 description of the |_T nexus loss condition.

Key:

yes = Each command that isTaborted on an |_T nexus other than the one that delivered the task

management functionis completed with TASK ABORTED status, if the TAS bit is set to one in the
Control mode page.

ho = No status is retufhed for aborted commands.

P If the TAS bit'is'set to zero in the Control mode page (see SPC-4), then the device server creates thjs
unit attention condition for each I_T nexus that had command(s) aborted other than the I_T nexus that
delivered the task management function. If the TAS bit is set to one in the Control mode page (sge

! SPC=4), then the device server does not create this unit attention condition.

I
a) the SCSI target device does not check overlapped commands;

b) the SCST transport protocol standard defines that the command identifier scope is the T_T nexus;
and

¢) acommand in another logical unit is using the same command identifier,
then the ABORT TASK should not affect commands in other logical units in the same SCSI target
device.

C If the TST field is set to 001b (i.e., per |_T nexus) in the Control mode page (see SPC-4), then there is
one task set per I_T nexus in the logical unit. As a result, commands from other I_T nexuses are not
affected and CLEAR TASK SET is equivalent to ABORT TASK SET.
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See table 49 for a list of the command related conditions that cause commands to be aborted.

Table 49 — Command related conditions that abort commands (part 1 of 2)

Unit attention
condition TASK
Command related conditions Scope (se(-? ?'14) ABORTED | Reference
additional
status
sense code,
tfany 2
CGompletion of a command with CHECK
GONDITION status if: COMMANDS
h) the QERR field is set to 01b; and All commands in CLEARED BY 5.8.3 ar|d
h) the TsT field is set to 000b (i.e., the task set. ANOTHER yes 59.2
shared) INITIATOR
im the Control mode page (see SPC-4).
Gompletion of a command with CHECK
GONDITION status if:
b) the QERR field is set to 01b; and All commands in 5.8.3 and
D) the TST field is set to 001b (i.e., per the task set. P ogne no 5.9.2
|_T nexus)
im the Control mode page (see SPC-4).
All commands in
Gompletion of a command with CHECK the task set from
GONDITION status if the QERR field is the same |_T none no 5.8.3 and
set to 11b in the Control mode page (see nexus as\the 59.2
JPC-4). command that was
terminated.
Rrocessing of a PERSISTENT All commands in
RESERVE OUT command with a the task set from COMMANDS
RREEMPT AND ABORT service action CLEAREDBY
: . ; ! all |_T nexuses yes SPC-4
with a reservation key that is associated with the specified ANOTHER
with the |_T nexus on which the reservation key INITIATOR
gommand was received (see"SPC-4). ’
Hey:
yes = Each command-that is aborted on an |_T nexus other than the one that delivered the command is
completed with TASK ABORTED status, if the TAS bit is set to one in the Control mode page (see
SPC-4),
no = TASK ABORTED status is not returned for aborted commands although other status values may be
returned.
4 Ifthe TAS bit is set to zero in the Control mode page (see SPC-4), then the device server creates this unit
ditention condition for each | T nexus that had command(s) aborted other than the | T nexus that

delivered the command. If the TAS bit is set to one in the Control mode page (see SPC-4), then the device
server does not create this unit attention condition.

As a result of the TST field being set to 001b, there is one task set per |_T nexus, so no other |_T nexuses
are affected.
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Table 49 — Command related conditions that abort commands (part 2 of 2)

Unit attention
condéttlo‘tr\ TASK
Command related conditions Scope (seef . ) ABORTED | Reference
additional
status
sense code,
if any 2
The copy
operation
originated by the
Rrocessing of a COPY OPERATION third-party copy
ABORT command that specifies a copy command none no SPC-4
dperation that is being processed in the specified by the
foreground. LIST IDENTIFIER field
in a COPY
OPERATION
ABORT command.
Tlhe return of an service response of The indicated
nene n/a 51
SERVICE DELIVERY OR TARGET FAILURE. command.
Detection of an overlapped command. See 5.10 none no 5.10
Hey:
yes = Each command that is aborted on an |_T nexus other:than the one that delivered the command is
completed with TASK ABORTED status, if the TAS bit is set to one in the Control mode page (see
SPC-4).
no = TASK ABORTED status is not returned for aberted commands although other status values may be
returned.

If the TAS bit is set to zero in the Controlnode page (see SPC-4), then the device server creates this U

delivered the command. If the TAg-bitis set to one in the Control mode page (see SPC-4), then the dev
server does not create this unit.attention condition.

As a result of the TST field being set to 001b, there is one task set per |_T nexus, so no other |_T nexus
are affected.

nit

attention condition for each |_T nexus that had command(s) aborted other than the |_T nexus that

ce

esS

If g

clignt commands (see-5.5). The affected commands are also cleared from the SCSI initiator ports in a manr

thd

If 3
on
ha

ne or more commands-are cleared or aborted, then the application client removes the affected applicati

t is outside the‘scope of this document.

device serverreceives a command or task management function on an I_T nexus that causes comman
the same\l/ T nexus to be aborted, then the device server shall not return any notification that commang
ve beenaborted other than:

@)y a completion response for the command or task management function that caused the command

()

0 be aboried; and
b) notification(s) associated with related effects of the command or task management function (e.g.
reset unit attention condition).

, a

If a device server receives a command or task management function on an |_T nexus that causes commands

on

other |_T nexuses to be aborted, then in addition to any notification (e.g., completion response) that a

command or task management function generates on the |_T nexus on which command or task management
function was received, the device server shall return any notifications for those commands on other I_T
nexuses based on the setting of the TAS bit in the Control mode page (see SPC-4):

a) if the TAs bit is set to zero, then the device server:
A) shall not return status for the commands on other |_T nexuses that were aborted; and
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B) shall establish a unit attention condition for the SCSI initiator port associated with each |_T nexus
containing commands on other |_T nexuses that were aborted with an additional sense code set

as defined in table 48 and table 49;
or

b) if the TAS bit is set to one, then the device server:

A) shall complete each aborted command on other |_T nexuses with a TASK ABORTED status; and

B) shall not establish a unit attention condition for this reason.

If a Ingihnl unit r‘nmplnfnc one-ormore-commandsreceived-on-anl T nexus with TASK ABORTED status,

thgn the logical unit should complete all of the affected commands before entering any other commands
regeived on that |_T nexus into the task set.

5.f Command processing example

A ¢gommand is used to show the events associated with the processing of a single device:service request (s
figtire 40). This example does not include error or exception conditions.

Application Client
Application Client Command

Waiting

@ Activity @ Time >

Command

Working

@ Activity @ Time >

Device Server

Figure 40 — Command processing events

The numbers in figure 40.identify the events described as follows:

1) the application*client performs an Execute Command procedure call by invoking the Send S(
Command _SCSI transport protocol service request to send the CDB and other input parameterg
the logical unit;

2) thedask manager is notified through a SCSI Command Received SCSI transport protocol serv
indication containing the CDB and command parameters. A command is created and entered into
task set. The device server may invoke the appropriate data delivery service one or more times

LS|
to

ce
he
to

complete command processing;

3) on command completion, the Send Command Complete SCSI transport protocol service response

is invoked to return GOOD status and a service response of COMMAND COMPLETE; and

4) a Command Complete Received SCSI transport protocol service confirmation is passed to the

application client by the SCSI initiator port.
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5.8 Commands that complete with CHECK CONDITION status

5.8.1 Overview

An application client uses the NACA bit in the CONTROL byte of the CDB (see 5.2) to specify whether or not the
device server establishes an ACA condition when it terminates a command with CHECK CONDITION status.
The meaning of the value in the NACA bit is as follows:

Th

If g
co

a) If the NACA bit is set to zero, an ACA condition shall not be established; or

b))t the NACA bitisSetto one, anm ACA condition shaftbe estabtishied (see 5-97:
e requirements that apply when the ACA condition is not in effect are described in 5.8.2.

command terminates with a CHECK CONDITION status and an ACA condition is not established; then
mmands other than the command completing with the CHECK CONDITION status may be aborted as

degcribed in 5.8.3.
5.8.2 Handling commands when ACA is not in effect
Table 50 describes the handling of commands when an ACA condition is not in effect for the task set. The I| T
nekuses that are associated with a task set are specified by the TsT field in the*Cehtrol mode page (see
SHC-4).
Table 50 — Command handling when ACA is not in effect
New command properties ACA established if new
Device serveraction command terminates with
Task attribute 2 | NACA value P a CHECK CONDITION status
Any task 0 no
fitribute except Process the command. ©
the ACA task 1 ’ yes
attribute
0 Process an invalid task no
ACA task . i .
attribute attribute condition as described
1 in5.12. yes

8 Task attributes are described in 8.4.
b The NACA bit is inthe’CONTROL byte in the CDB (see 5.2).
¢ All the conditions\that affect the processing of commands (e.g., reservations) apply.

5.8

If g
co

.3 Aborting'commands terminated with a CHECK CONDITION status without establishing an AC/

command terminates with a CHECK CONDITION status where the NACA bit is set to zero in the
mmand’s CDB CONTROL byte (i.e., when an ACA condition is not established), then commands may be

b

ab

pried based on the contents of the TST field and QERR field in the Control mode page (see SPC-4 and s

e

8.7.2.5.1).
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5.9 Auto contingent allegiance (ACA)

5.9.1 ACA overview

The application client may request that the device server alter command processing when a command
terminates with a CHECK CONDITION status by establishing an ACA condition using the NACA bit in the
CONTROL byte (see 5.8.1).

The steps taken by the device server to establish an ACA condition are described in 5.9.2. Upon

es|
Cd
de

While the ACA condition is in effect and the TMF_ONLY bit is set to zero in the Control mode page,(see SPC-

ne
(sq
req
un
thg
co

While the ACA condition is in effect and the TMF_ONLY bit is set to one, no new commands received by the

log

While the ACA condition is in effect:

Th

5.9

If 3

in {he CONTROL byte of the terminated-eommand, then the device server shall create an ACA condition.

If g
of

An
5.9

If t
at
be

abtishment of the ACATondition, Some commands other than the command compieting with the CHECH
NDITION status may be aborted and continued processing of other commands may be blocked as
scribed in 5.9.2.

v commands received by the logical unit from the faulted I_T nexus are not allowed to entepthe task se
e 5.9.3) unless they have the ACA task attribute (see 8.4.5). One of the results of the AcActask attribute
uirement is that commands in-flight when the CHECK CONDITION status occurs are\completed
processed with an ACA ACTIVE status. Multiple commands may be sent one at a time*(see 8.7.2.5.2) usi
ACA task attribute to recover from the event that resulted in the ACA condition without clearing the ACA
ndition.

ical unit from the faulted |_T nexus are allowed to enter the task set.

a) new commands received on the faulted I_T nexus shall.be handled as described in 5.9.3;

b) new commands received on I_T nexuses other than‘the faulted I_T nexus shall be handled
described in 5.9.4; and

c) commands that were in the task set when the ACA condition occurs shall be handled as described
8.7.

e methods for clearing an ACA condition are described in 5.9.5.
.2 Establishing an ACA

device server terminates a command:with a CHECK CONDITION status and the NACA bit was set to or

n ACA condition is established, then commands shall either be aborted or blocked based on the conten
he TsT field and QERR field\in' the Control mode page (see SPC-4 and see 8.7.2.5.2).

ACA condition shall not'cross task set boundaries and shall be preserved until it is cleared as described
5.

ne SCSI transportyprotocol does not enforce state synchronization as described in 4.4.2, then there may
me delay between the occurrence of the ACA condition and the time at which the application client
comes aware of the condition.

as

n

[s

in
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5.9.3 Handling new commands received on the faulted I_T nexus when ACA is in effect

Table 51 describes the handling of new commands received on the faulted |_T nexus when ACA is in effect.

Table 51 — Handling for new commands received on a faulted I_T nexus during ACA

New command properties ACA ACA established if
command | - : . new.commarlid
present value 9 Device server action terminates with
Task attribute 2 ”IACAb in the task a CHECK CONDITION
value set © status
0 no 0 no ¢
Process the command. f
1 no 0 yes ©
AQA task attribute
n/a n/a 1 Complete the command n/a
0or 1 yes n/a with ACA ACTIVE status. n/a
Any task
aftribute except 0or1 n/a n/a Complete thezecommand n/a
the ACA task with ACA ACTIVE status.
attribute

{ Task attributes are described in 8.4.

The NACA bit is in the CONTROL byte in the CDB (see 52).
A command with the ACA task attribute (see 8.4.5)

The TMF_ONLY bit is in the Control mode page (see'SPC-4).
§ If a command with the ACA task attribute terminates with a CHECK CONDITION status, the existing AGA
condition shall be cleared and the value aofithe NACA bit shall control the establishment of a new AGA
condition.

All the conditions that affect the processing of commands (e.g., reservations) apply.

5.9.4 Handling new commands received on non-faulted I_T nexuses when ACA is in effect

.9.4.1 Command processing that is permitted for commands received on a non-faulted
T nexuses during ACA

The device server shallprocess a PERSISTENT RESERVE OUT command with a PREEMPT AND ABORT
sefvice action (see"SPC-4) while an ACA condition is established if the command is received on a non-faulted
T nexus.

U

NOTE\5The processing of specific commands (e.g., PERSISTENT RESERVE OUT command with a
PREEMPT AND ABORT service action) received on a non-faulted |_T nexus while an ACA condition is in
effect provides SCSI initiator ports not associated with the faulted |_T nexus the opportunity to recover from
error conditions that the SCSI initiator port associated with the faulted | T nexus is unable to recover from
itself.

5.9.4.2 Handling new commands received on non-faulted I_T nexuses when ACA is in effect

The handling of commands received on I_T nexuses other than the faulted I_T nexus depends on the value in
the TST field in the Control mode page (see SPC-4).
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Table 52 describes the handling of new commands received on |_T nexuses other than the faulted |_T nexus
when ACA is in effect.

Table 52 — Handling for new commands received on non-faulted |_T nexuses during ACA

TST field New command New ACA established if new
value in properties !
~ontrol command Devi . command terminates
mode Task NACA p?rmltted witha CHECK _|
. a p | during ACA € CONDITION status
page attribute value
ACA task n/a n/a Complete the command Ja
attribute with ACA ACTIVE status.
0 no Com'plete the command n/a
Any task with BUSY status.
000b attribute 1 no Complete the command n/a
except the with ACA ACTIVE status.
ACA task
attribute 0 yes no ¢
Process the command.
1 yes yes d
0 Process an invalid task no
ACA task \ o
attribute n/a attrlbutc_a con_dltlon as
1 described in 5.12. yes
001b Any task
attribute
except the Oor1 n/a Process the command. © See 5.8.2.
ACA task
attribute

P Task attributes are described in 8.4.

P The NACA bit is in the CONTROL byte in the CDB (see 5.2).

F See 5.9.4.1.

i If a permitted command terminates with CHECK CONDITION status, the existing ACA condition shall
be cleared and the value of the NACA bit shall control the establishment of a new ACA condition.

P If the TST field in the €ontrol mode page contains 001b, then commands received on a non-faulted | [T
nexus shall be processed as if the ACA condition does not exist (see 5.8.2). In this case, the logical unit
shall be capable of handling concurrent ACA conditions and sense data associated with each I|T
nexus.

5.9.5 Clearing an ACA condition
AntACA-cendition-shal-orly-be-cleared:

a) as aresult of a hard reset (see 6.3.2), logical unit reset (see 6.3.3), or |_T nexus loss (see 6.3.4);

b) by a CLEAR ACA task management function (see 7.4) received on the faulted |_T nexus;

c) by a PERSISTENT RESERVE OUT command with a PREEMPT AND ABORT service action with the
ACA task attribute received on the faulted |_T nexus that clears the commands received on the faulted
I_T nexus (see SPC-4);

d) by a PERSISTENT RESERVE OUT command with a PREEMPT AND ABORT service action with a
task attribute other than the ACA task attribute received on a non-faulted |_T nexus that clears the
commands received on the faulted |_T nexus;
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e) if a command with the ACA task attribute received on the faulted |_T nexus terminates with CHECK

CONDITION status; or
f) if a PERSISTENT RESERVE OUT command with a PREEMPT AND ABORT service act
terminates with CHECK CONDITION status.

Cases (e) and (f) may result in the establishment of a new ACA based on the value of the NACA bit.

ion

If an ACA condition is cleared and no new ACA condition is established, then the state of all commands in the
task set shall be modified as described in 8.7.

When-the ACA condition-is cleared, any. command rnmnining inthat task set may. be nnmplnfnr’! c||hjnﬁf ot

req

An
co
5.5
reg

If t
tar|
tas

If t
tar|
tas

uirements for task set management described in clause 8.

.10 Overlapped commands

overlapped command occurs when a task manager or a task router detects the use of a duplicate
mmand identifier (see 4.6.31.3) in a command before that command completes its,command lifetime (sg
). Each SCSI transport protocol standard shall specify whether or not a task manager or a task router is|
uired to detect overlapped commands.

he SCSI transport protocol defines that the scope of the command identifienis the |_T nexus, the SCSI
pet device aborts overlapped commands, and the task router detects an“overlapped command, then the
k router:

a) shall abort all commands (see 5.6) in all logical units that.were received on the |_T nexus on wh
the overlapped command was received,;

b) shall abort all task management functions in all logical units that were received on the |_T nexus
which the overlapped command was received if requited by the SCSI transport protocol standard;

c) should abort all task management functions in_alldogical units that were received on the |_T nexus
which the overlapped command was received‘if'not required by the SCSI transport protocol standa
and

d) shall invoke Send Command Complete\operation (see 4.6.6.7) of the SCSI target port specified
the |_T nexus to return a CHECK CONDITION status for the overlapped command with the sense |
set to ABORTED COMMAND and_the additional sense code set to OVERLAPPED COMMAN
ATTEMPTED.

he SCSI transport protocol defines that the scope of the command identifier is the |_T nexus, the SCSI
pet device aborts overlapped«commands, and a task manager detects an overlapped command, then th
k manager:

a) shall abort all commands (see 5.6) in that logical unit that were received on the |_T nexus on wh
the overlapped-command was received,;

b) shall abort alHfask management functions in that logical unit that were received on the |_T nexus
which the qverlapped command was received if required by the SCSI transport protocol standard;

c) should-abort all task management functions in that logical unit that were received on the |_T nexus

and
d)< shall invoke Send Command Complete operation (see 4.6.6.7) of the SCSI target port specified

the |_T nexus to return a CHECK CONDITION status for the overlapped command with the sense |

he

ch
on
on
by

ey
DS

At

ch
on

on

whi€h)the overlapped command was received if not required by the SCSI transport protocol standgrd;

by
ey

set to ABORTED COMMAND and the additional sense code set to OVERLAPPED COMMAN
ATTEMPTED.

DS

If the SCSI transport protocol defines that the scope of the command identifier is the |_T_L nexus, the SCSI
target device aborts overlapped commands, and the task router or a task manager detects an overlapped
command, then that task router or task manager:

a) shall abort all commands (see 5.6) in that logical unit that were received on the |_T nexus on wh
the overlapped command was received,;

b) shall abort all task management functions in that logical unit that were received on the |_T nexus
which the overlapped command was received if required by the SCSI transport protocol standard;

ich

on
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c) should abort all task management functions in that logical unit that were received on the |_T nexus on
which the overlapped command was received if not required by the SCSI transport protocol standard;
and

d) shall invoke Send Command Complete operation (see 4.6.6.7) of the SCSI target port specified by
the |_T nexus to return a CHECK CONDITION status for the overlapped command with the sense key
set to ABORTED COMMAND and the additional sense code set to OVERLAPPED COMMANDS
ATTEMPTED.

Detection of an overlapped command indicates a serious error and, if not detected, may result in corrupted
daja

NOTE 6 Corrupted data is considered a catastrophic failure on the part of the application client. Therefore;
the device server uses vendor specific error recovery procedures to guarantee the data integrity on the
medium. Additional sense data assists an application client in error recovery procedure (e.g., sequential
access devices terminate the overlapped command with the residue of blocks remaining to be written ‘or read
at the time the second command was received).

5.11 Incorrect logical unit numbers for commands

The SCSI target device's processing of an incorrect logical unit number (se€ 4,7.1 and 4.6.25.2.2) is
degpcribed in this subclause.

In response to a REQUEST SENSE command, a REPORT LUNS comimand, or an INQUIRY command th
S(SI target device shall respond as defined in SPC-4.

If § command other than a REQUEST SENSE command, a RERORT LUNS command, or an INQUIRY
command is not rerouted to an administrative logical unit (see*4.6.7.2), then that command:

a) shall be terminated with CHECK CONDITION  status, with the sense key set to ILLEGAL REQUES$T,
and with the additional sense code set to LOGICAL UNIT NOT SUPPORTED, if:

A) the SCSI target device is not capabletof supporting the logical unit (e.g., some SCSI target
devices support only one logical unit);or

B) the SCSI target device supports)the logical unit, but the peripheral device is not curremtly
connected to the SCSI target-device;

W

or

b) is responded to in a vender specific manner, if:
A) the SCSI target device supports the logical unit and that logical unit is accessible to the tgsk
router contained inthe SCSI target port that received the command, however, that logical unif is

not operational; or

B) the SCSI target device supports the logical unit but is incapable of determining if that logical ynit

is accessible, at this time, to the task router contained in the SCSI target port that received the
command.

If 8 command, ather than a REQUEST SENSE command, a REPORT LUNS command, or an INQUIRY
command.te'a subsidiary logical unit is rerouted to an administrative logical unit (see 4.6.7.2) for processing,
thgn that.eommand shall be terminated with CHECK CONDITION status, with the sense key set to ILLEGAL
RHQUEST, and with the additional sense code set to SUBSIDIARY LOGICAL UNIT NOT CONFIGURED 4gs
deberibed-in4-6-25-2-2-

5.12 Task attribute exception conditions

If a command is received with a task attribute that is not supported or is not valid (e.g., an ACA task attribute if
an ACA condition does not exist), then the command shall be terminated with CHECK CONDITION status
with the sense key set to ILLEGAL REQUEST and the additional sense code set to INVALID MESSAGE
ERROR.
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NOTE 7 The use of the INVALID MESSAGE ERROR additional sense code is based on its similar usage in
SAM-2. The use of the INVALID MESSAGE ERROR additional sense code is not to be interpreted as a
description of how the task attributes are represented by any given SCSI transport protocol.

Task attribute support should be reported with the Extended INQUIRY Data VPD page (see SPC-4).

5.13 Sense data

5.13.1 Command terminated sense data or polled sense data

Sense data shall be made available by the logical unit if a command terminates with CHECK CONDITION
stgtus or other conditions (e.g., the processing of a REQUEST SENSE command). The format,,content, arjd
copditions under which sense data shall be prepared by the logical unit are as defined in this decument,
SHC-4, the applicable command standard, and the applicable SCSI transport protocol standard.

Sehse data associated with an |_T nexus shall be preserved by the logical unit until:

a) the sense data is transferred;

b) a logical unit reset (see 6.3.3) occurs;
c) an |_T nexus loss (see 6.3.4) occurs for the |_T nexus associated with\the preserved sense data; ¢r
d) power loss expected (see 6.3.5) occurs.

If § command terminates with CHECK CONDITION status, then sensedata shall be returned in the same I| T
nekus transaction as the CHECK CONDITION status. After the senSe data is returned, it shall be cleared
exgept if it is associated with a unit attention condition and the UANNTLCK_CTRL field in the Control mode page
(sge SPC-4) contains 10b or 11b.

Campletion with sense data in the same |_T nexus transaction as a CHECK CONDITION status shall not
affect ACA (see 5.9) or the sense data associated with a'Gnit attention condition if the UA_INTLCK_CTRL fielq
contains 10b or 11b.

5.13.2 Command completed sense data

Sense data may be made available by thelogical unit if a command completes with a status other than

CHECK CONDITION (e.g., GOOD). Theformat, content, and conditions under which sense data shall be
prepared by the logical unit are as defined in this document, SPC-4, the applicable command standard, anfl
thg applicable SCSI transport protecol standard.

If 8 command completes with a_status other than CHECK CONDITION (e.g., GOOD), the D_SENSE bit in the
Cantrol Mode page (see SPC<4) is set to one (i.e., returning descriptor formatted sense data is enabled), apd
sense data is availablesthen that sense data shall be returned in the same |_T nexus transaction as the
stgtus. After the sense data is returned, the sense data may be cleared.

5.14 Unitattention conditions

5.14.1 Unit attention conditions that are not coalesced

Each logical unit shall establish a unit attention condition whenever one of the following events occurs:

a) a power on (see 6.3.1), hard reset (see 6.3.2), logical unit reset (see 6.3.3), |_T nexus loss (see
6.3.4), or power loss expected (see 6.3.5) occurs;

b) commands received on this |_T nexus have been cleared by a command or a task management
function associated with another |_T nexus and the TAS bit was set to zero in the Control mode page
associated with this I_T nexus (see 5.6);

c) the portion of the logical unit inventory that consists of administrative logical units and hierarchical
logical units has been changed (see 4.6.18.1); or

d) any other event requiring the attention of the SCSI initiator device.
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Each logical unit shall establish a unit attention condition when an |_T nexus is established that has not been
previously established. The additional sense code shall be set to:

a) POWER ON, RESET, OR BUS DEVICE RESET OCCURRED;
b) DEVICE INTERNAL RESET; or
c) POWER ON OCCURRED.

The conditions that cause a unit attention condition to be established may no longer exist at the time the unit
attention is received by the application client.

Unit-attention-conditions-are classified hy prnnndnnr\n levels. Table 53 defines the unit attention caondition

pr¢cedence levels.

Table 53 — Unit attention condition precedence level

Unit-attention

Unit attention condition additional sense code condition
precedence
POWER ON, RESET, OR BUS DEVICE RESET OCCURRED highest

POWER ON OCCURRED or
DEVICE INTERNAL RESET

SCSI BUS RESET OCCURRED or
MICROCODE HAS BEEN CHANGED or
protocol specific

BUS DEVICE RESET FUNCTION OCCURRED

I_T NEXUS LOSS OCCURRED

COMMANDS CLEARED BY POWER LOSS NOTIFICATION

all others Lowest

For unit attention conditions with the lowest precedence level with a given ADDITIONAL SENSE CODE field valye,
thg unit attention condition withthe ADDITIONAL SENSE CODE QUALIFIER field set to 00h has higher precedenge
level than the unit attention ¢onditions with the ADDITIONAL SENSE CODE QUALIFIER field set to values other than
00h (e.g., PARAMETERS CHANGED has precedence over MODE PARAMETERS CHANGED and LOG
PARAMETERS CHANGED). A unit attention condition with the lowest precedence level has equal priority wjth
alljunit attention conditions with the lowest precedence level with different ADDITIONAL SENSE CODE field valugs.

NOTE 8 {he unit attention additional sense code specificity order defined in 6.2 determines which unit
attentien condition is allowed to be established when certain conditions occur. The unit attention condition
precedence defined in this subclause determines which unit attention conditions are allowed to clear other
uhit/attention conditions if they have not yet been reported.

Thu u‘UVibU oCIVCI bi |a“ Illdil Itd;ll d YucTucT Uf ul Ilt dttcl ItiUII CUI IulitiUI [iS) Uf ullulb'ﬁllcul UIUICI fUI Udl.ail i_T INCAUS.
The queue should be large enough to hold every unit attention condition that the device server is capable of
reporting.

When a device server establishes a unit attention condition:

1) the device server may clear unit attention conditions from the queue that are no longer needed as
follows:
A) the device server may clear any pending unit attention conditions in the queue that have lower
precedence levels (e.g., BUS DEVICE RESET FUNCTION OCCURRED may clear |_T NEXUS
LOSS OCCURRED and all unit attention conditions with a lower precedence); and


https://standardsiso.com/api/?name=e080908f93fa74483b9edf687a95fa69

-148 - ISO/IEC 14776-415:2019 © ISO/IEC 2019

B) the device server should clear pending unit attention conditions that have the same additional

sense code (i.e., the device server should not add the same unit attention condition twice);
2) if a queue slot is available, then:

A) if a higher precedence unit attention condition is not in the queue, then the device server shall

add the unit attention condition to the queue; or

B) if a higher precedence unit attention condition is in the queue, then the device server should add

the unit attention condition to the queue,

in the sense data for the unit attention condition, the device shall either:

Ift
ev
M(
PR
CH

A Uinit attention condition shall persist until the device server clears the unit attention condition. Unit attentipn
nditions are affected by the processing of commands as follows:

co

A) not include sense key specific sense data; or
B) include sense key specific sense data and set the OVERFLOW bit to zero (see SPC-4);

or

3) if a queue slot is not available, then the device server shall either:
A) replace any unit attention condition in the queue; or
B) not add the unit attention condition to the queue,

SPC-4) for at least one unit attention condition in the queue.

e device server establishes multiple unit attention conditions as a result of the’same event or a series g
bnts, then it may establish the unit attention conditions in any order (e.g.-in.direct-access block devices, i
DDE SELECT command changes the initial command priority value, then‘the device server may report
IORITY CHANGED before MODE PARAMETERS CHANGED or may report MODE PARAMETERS

the device server shall include sense key specific sense data and set the OVERFLOW bit to one (se¢

f a

a)
b)

a)

b)

ANGED before PRIORITY CHANGED).

When the device server reports and clears a unit attention condition, it:

may select any unit attention condition in the queue-to report; and
shall clear the unit attention condition from the queue after reporting it.

if an INQUIRY command enters the enabled command state, then the device server shall process the
INQUIRY command and shall neitherreport nor clear any unit attention condition;
if a REPORT LUNS command(enters the enabled command state, then the device server shall
process the REPORT LUNS (command and shall not report any unit attention condition.

If the UA_INTLCK_CTRL figlchin the Control mode page is set to 00b (see SPC-4) and the logical unit
processing the command:

A) is a subsidiary, [ogical unit, then the SCSI target device shall clear any pending unit attentjon
condition with-an additional sense code of REPORTED LUNS DATA HAS CHANGED established
for the S8CSI initiator port associated with that |_T nexus in each logical unit associated with the
logical unit conglomerate that contains the subsidiary logical unit processing the REPORT LUNS
command that is accessible by that |_T nexus. Other pending unit attention conditions shall hot
be'cleared; or

B)—is not a subsidiary logical unit, then the SCSI target device shall clear any pending unit attentjon
condition with an additional sense code of REPORTED LUNS DATA HAS CHANGED established
for the SCSI initiator port associated with that |_T nexus in each logical unit accessible by the | T

nexus on which the REPORT CUNS command was received. Other pending unit attention condi-
tions shall not be cleared.

If the UA_INTLCK_CTRL field in the Control mode page contains 10b or 11b, the SCSI target device
shall not clear any unit attention condition(s);

if a REQUEST SENSE command enters the enabled command state while a unit attention condition

exists for the SCSI initiator port associated with the |_T nexus on which the REQUEST SENSE

command was received, then the device server shall process the command and either:

A) report any pending sense data as parameter data and preserve all unit attention conditions on the
logical unit; or
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B) report a unit attention condition as parameter data for the REQUEST SENSE command to the
SCSl initiator port associated with the |_T nexus on which the REQUEST SENSE command was
received. The logical unit may discard any pending sense data and shall clear the reported unit
attention condition for the SCSI initiator port associated with that |_T nexus. If the unit attention
condition has an additional sense code of REPORTED LUNS DATA HAS CHANGED and the

logical unit processing the command:

a) is a subsidiary logical unit, then the SCSI target device shall clear any pending unit attention
condition with an additional sense code of REPORTED LUNS DATA HAS CHANGED

established for the I_T nexus in each logical unit associated with the logical u

nit

5.14.2'Coalescing unit attention conditions

conglomerate that contains the subsidiary logical unit processing the REQUEST SEN
command that is accessible by that |_T nexus; or

b) is not a subsidiary logical unit, then the SCSI target device shall clear any pending
attention conditions with an additional sense code of REPORTED LUNS(DATA H
CHANGED established for the I_T nexus on which the command was received in-each logi
unit accessible by that I_T nexus;

If the device server has already generated the ACA condition (see 5.9) for a unit\attention conditio
then the device server shall report the unit attention condition (i.e., option (c)(B) above);

if the device server supports the NOTIFY DATA TRANSFER DEVICE gommand (see ADC-3) an
NOTIFY DATA TRANSFER DEVICE command enters the enabled comimand state, then the dev
server shall process the NOTIFY DATA TRANSFER DEVICE command and shall neither report

clear any unit attention condition; and

if a command other than INQUIRY, REPORT LUNS, REQUEST SENSE, or NOTIFY DA
TRANSFER DEVICE enters the enabled command state while a unit attention condition exists for

SE

nit
\S
cal

=

i a
ce
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he

SCSI initiator port associated with the |_T nexus onwhich the command was received, then the

device server shall terminate the command with a GHECK CONDITION status. The device ser
shall provide sense data that reports a unit attention_condition for the SCSI initiator port that sent
command on the |_T nexus.

If a device server reports a unit attention condition with a CHECK CONDITION status and the
UA_INTLCK_CTRL field in the Control mode@age contains 00b (see SPC-4), then the device server
shall clear the reported unit attention condition for the SCSI initiator port associated with that |_T
nexus on the logical unit. If the unit attention condition has an additional sense code of REPORTE
LUNS DATA HAS CHANGED and-the logical unit on which the unit attention condition was reporte

A) is a subsidiary logical uhit;*then the SCSI target device shall clear any pending unit attent

er
he

D
d:

on

conditions with the additional sense code of REPORTED LUNS DATA HAS CHANGED estab-

lished for the SCSHhinitiator port associated with the |_T nexus on each logical unit associated w
the logical unit conglomerate that contains the subsidiary logical unit that is accessible by that
nexus; or

B) is not a subsidiary logical unit, then the SCSI target device shall clear any pending unit attent

ith
[ T

on

conditions*with an additional sense code of REPORTED LUNS DATA HAS CHANGED estab-

lished.for the |_T nexus on which the command was received in each logical unit accessible
that_T nexus.

If the UA_INTLCK_CTRL field contains 10b or 11b, then the device server shall not clear unit attention
conditions reported with a CHECK CONDITION status.

by

Within a logical unit conglomerate (see 4.6.10), the unit attention conditions associated with the following
additional sense codes that occur in a subsidiary logical unit (see 4.6.26) shall be coalesced by the
administrative logical unit (see 4.6.11) as described in this subclause:

a) REPORTED LUNS DATA HAS CHANGED if that unit attention condition is a result of a change in the

b)
c)

inventory of subsidiary logical units;
ASYMMETRIC ACCESS STATE CHANGED; and
IMPLICIT ASYMMETRIC ACCESS STATE TRANSITION FAILED.
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If a device server in a subsidiary logical unit is required to establish a unit attention that is reported using one
of the additional sense codes listed in this subclause, then the device server shall:

a)
b)

not establish the unit attention condition; and

indicate to the administrative logical unit for the logical unit conglomerate that the administrative

logical unit's device server is required to establish the unit attention condition.

If an administrative logical unit's device server is notified that it is required to establish a unit attention
condition on behalf of one or more of the subsidiary logical units in the logical unit conglomerate, then the
administrative logical unit’s device server shall:

1)

establish a unit attention condition for the additional sense code specified by the subsidiary l6gi

cal

unit or units and maintain it in a coalesced unit attentions queue that has all the properties, of the

queue described in 5.14.1 with the additional requirement that coalesced unit attention.conditig
have a separate identifying characteristic;
invoke the Reroute Conglomerate Task Management Functions operation (see 4.6.7.5) to reroute
task management functions to the administrative logical unit's task managen for processing
described in 4.6.25.2.4;

use the algorithm described in 4.6.11 to reroute commands associated with subsidiary logical units
the logical unit conglomerate in a way that causes the CHECK CONDITION status for the u
attention condition to be returned for a command sent to:
A) the administrative logical unit; or

B) any of the subsidiary logical units;

and

after the unit attention condition has been returned, invokethe Stop Conglomerate Task Managem
Functions Rerouting operation (see 4.6.7.6) to end rerouting of task management functions within
logical unit conglomerate.

ns

all
as

in
nit
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6 SCSI events and event notification model

6.1 SCSI events overview

SCSI events may occur or be detected in either:

a) the SCSI device;
b) one or more SCSI ports within a SCSI device; or
c) the application client, task manager, or device server.

The detection of any event may require processing by the object that detects it.

Events that occur in a SCSI device are assumed to be detected and processed by all objects within the SGSI
deyice.

When a SCSI port detects an event, it shall use the event notification services (see 6.4) to\notify task
mgnagers or application clients that the event has been detected.
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The events detected and event notification services usage depends on whether the SCSI device is a SCSI
target device (see figure 41) or a SCSI initiator device (see figure 42).

STPL : SAL Processing a
LOGICAL
| UNIT RESET
| task -
| |_Power On Microcode management|
| Events Change function |
| i | |
|
1 [ Power :_ _________ t_o_si_nglg o
| On ! L Logical Unit
| to all Logical Units in r
| | SCSI target device :
| Reset | e ______IIIC Hard ™Y
Events i Reset
: | Transport Reset ,
I
r|1_T Nexus | M >
| oss Events |_T Nexus
: | Nexus Loss  r-----—-—-c3------—-- » Loss
I r
I | |
| Processing ! Processing !
| a REMOVE | anl_T |
|_T NEXUS | NEXUS |
| command [~ 7" RESET task [ ~ °
I management
| function
I
Power Loss | Power Loss
Ekpected Event | ! Power Loss Expected Expected
|
Key
Notification mechanism not defined if
N >
Event [ C@imon j this document
S
Service Name Notification mechanism defined in this
document

Figure 41 — Events and event notifications for SCSI target devices
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Figure 42 — Events and event notifications for SCSI initiator devices

p Establishing a unit attention condition subsequent to detection of an event

ble 54 shows the additional sense code that’a logical unit shall use when a unit attention condition (see
4) is established for each of the conditions shown in figure 41 (see 6.1). A SCSI transport protocol may

e most specific condition known to,the logical unit should be used to establish the additional sense code
nit attention.

e unit attention additional(sense code specificity order defined in this subclause determines which unit
ention condition is allowed to be established when certain conditions occur. The unit attention condition

ine additional sense codes that aré more specific than SCSI BUS RESET OCCURRED for reset events.

or
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precedence defined in 5.14 determines which unit attention conditions are allowed to clear other unit attention

conditions if they have not yet been reported.

Table 54 — Unit attention additional sense codes for events detected by SCSI target devices

Condition Additional sense code Specificity
Logical unitis unable to POWER ON-RESET ORBUS DEVICE RESET
distinguish between the OCCURRED’ ’ Lowest
conditions
Power on POWER ON OCCURRED or
DEVICE INTERNAL RESET 2
SCSI BUS RESET OCCURRED or
Hard reset MICROCODE HAS BEEN CHANGED P or
protocol specific ©
Loaical unit reset BUS DEVICE RESET FUNCTION OCCURRED or
9 MICROCODE HAS BEEN CHANGED R
|_T nexus loss |_T NEXUS LOSS OCCURRED
COMMANDS CLEARED BY POWER LOSS .
Power loss expected NOTIEICATION Highest
@ Used after a vendor-specific power on event has occtitred (e.g., a firmware reboot).
Only used if microcode has been changed (see SPC+-4).
¢ Only used if a protocol-specific reset event has 6ceurred.

represented by any given SCSI transportprotocol.

A Ipgical unit should use the |_T NEXYS LOSS OCCURRED additional sense code when establishing a unit

attention condition for an |_T nexus loss if:

that SCSI initiator-port since the |_T nexus loss; or

NOTE 9 The names of the unit attention.conditions listed in this subclause (e.g., SCSI BUS RESET
OCCURRED) are based on usage in SAM-2“without consideration for how the unit attention conditions are

a) the SCSI initiator perto which the sense data is being delivered is the SCSI initiator port that w
associated with the [T nexus loss, and the logical unit has maintained all state information specifig

b) the |_T nexds'‘being used to deliver the sense data is the same |_T nexus that was lost, and
logical unit has maintained all state information specific to that |_T nexus since the |_T nexus loss,

otherwise, thelogical unit shall use one of the less specific additional sense codes (e.g., POWER ON
OCQCURRED)/when establishing a unit attention condition for an |_T nexus loss.

6.3 Conditions resutting frommrS€Stevents

6.3.1 Power on

as

he

Power on is a SCSI device condition resulting from a power on event. When a SCSI device is powered on, it

shall cause a hard reset.

The power on condition applies to both SCSI initiator devices and SCSI target devices.

Power on events include:

a) power being applied to the SCSI device; and
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b) vendor-specific events that cause the SCSI device to behave as if power has been applied (e.g.,

firmware reboot).

6.3.2 Hard reset

Hard reset is a SCSI device condition resulting from:

Th
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a) a power on condition (see 6.3.1);
b) microcode change (see SPC-4); or

—c)—areseteventindicated by a Transport Reset event notification (see 6.4)

e definition of reset events and the notification of their detection are SCSI transport protocol specific:

ch SCSI transport protocol standard that defines reset events shall specify a SCSI target port’s protocol

buld specify when those events result in the delivery of a Transport Reset event notification'to the SCS
plication layer.

hsport (e.g., a Fibre Channel non-initializing loop initialization primitive).
e hard reset condition applies to both SCSI initiator devices and SCSI targetdévices.

bCS| target port’s response to a hard reset condition shall include a logjeal.unit reset condition (see 6.3.3
all logical units to which the SCSI target port has access. A hard reset\condition shall not affect any oth
Sl target ports in the SCSI target device, however, the logical unit reset condition established by a hard
et may affect commands and task management functions that afe communicating via other SCSI target]
ts.

%4

hough the task manager response to task management requests is subject to the presence of access
trictions, as managed by ACCESS CONTROL OUT commands (see SPC-4), a hard reset condition shé
be prevented by access controls.

SCSl initiator port detects a hard reset conditionjthen it should terminate all its outstanding Execute

re
in
de
oth

A
6.9

6.3

Lo

Cqmmand procedure calls and all its outstanding.task management function procedure calls with a servicg
i

ponse of SERVICE DELIVERY OR TARGET FAILURE. A hard reset condition shall not affect any other SCSI

beific actions in response to reset events. Each SCSI transport protocol standard that defines.reset everts

Sl transport protocols may include reset events that have no effects on SCSI devices.attached to the SGSI

~

iator ports in the SCSI initiator device, however, the logical unit reset condition established in a SCSI target

vice by a hard reset may affect commands and task management functions that are communicating via
er SCSl initiator ports.

BCS| port’s response to a hard reset condition shall include establishing an |_T nexus loss condition (se
.4) for every |_T nexus associated with that SCSI port.

14

.3 Logical unit reset

hical unit reset js~a.SCSI device condition for a logical unit resulting from:

a) a hard.reset condition (see 6.3.2);

b) a microcode change; or

c) adogical unit reset event indicating that a LOGICAL UNIT RESET task management request (see 7
has been processed.

Th

b logical unit reset condition applies only to SCSI target devices

When responding to a logical unit reset condition, the logical unit shall:

a) abort all commands as described in 5.6;

b) abort all copy operations (see SPC-4);

terminate all task management functions;

clear all ACA conditions (see 5.9.5) in all task sets in the logical unit;
establish a unit attention condition (see 5.14 and 6.2);

initiate a logical unit reset for all dependent logical units (see 4.6.18.4);
) stop rerouting of task management functions (see 4.6.7.5);

) discard task rerouting information (see 4.6.7.4); and

~— — — ~—

Q20 Q0
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i) perform any additional functions required by the applicable command standards.

6.3.4 I_T nexus loss

An

|_T nexus loss is a SCSI device condition resulting from:

a) a hard reset condition (see 6.3.2);
b) an|_T nexus loss event (e.g., logout) indicated by a Nexus Loss event notification (see 6.4);

c) indication that an I_T NEXUS RESET task management request (see 7.6) has been processed; or
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Cgmmand procedure calls and-athits outstanding task management function procedure calls for the SCSI
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A power loss.expected event is an indication from the SCSI transport protocol to the SAL that power loss m
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r{) an-indicationthat a REMOVE | T NEXUS command (cnn QD(‘-A) has been prnr\neenr{

I_T nexus loss event is an indication from the SCSI transport protocol to the SAL that an |_T nexusho
ger exists. SCSI transport protocols may define |_T nexus loss events.

ch SCSI transport protocol standard that defines |_T nexus loss events should specify when those even
ult in the delivery of a Nexus Loss event notification to the SAL.

e |_T nexus loss condition applies to both SCSI initiator devices and SCSI target devices.

SCSI target port detects an |_T nexus loss, then a Nexus Loss event notificationshall be delivered to
Ch logical unit to which the |_T nexus has access.

response to an |_T nexus loss condition a logical unit shall take the following actions:

a) abort all commands received on the |_T nexus as described in 5.6;

b) abort all background third-party copy operations (see SPC-4) that are using the |_T nexus;

c) terminate all task management functions received on the |_1 nexus;

d) clear all ACA conditions (see 5.9.5) associated with the I£Tynexus;

e) establish a unit attention condition for the SCSI initiatorgport associated with the |_T nexus (see 5
and 6.2); and

f) perform any additional functions required by the applicable command standards.

he logical unit retains state information for the |_T nexus that is lost, its response to the subsequent |_ T
Kus re-establishment for the logical unit should include establishing a unit attention with an additional sen
je set to |_T NEXUS LOSS OCCURRED.

he logical unit does not retain state information for the I_T nexus that is lost, it shall consider the
bsequent |_T nexus re-establishment, ifany, as the formation of a new |_T nexus for which there is no p4
tory (e.g., establish a unit attention-witfi an additional sense code set to POWER ON OCCURRED).

SCSl initiator port detects an |_T.nexus loss, then it should terminate all its outstanding Execute
pet port associated with thel“ T nexus with a service response of SERVICE DELIVERY OR TARGET FAILURE.
.5 Power loss expected

wer loss expected is a SCSI device condition resulting from a power loss expected event indicated by a
wer Loss Expected event notification (see 6.4).

cur within a protocol specific period of time. SCSI transport protocols may define power loss expected
PNLS.

(s

—
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ch SUSI Transport protocol standard that defines power I0Ss expected events should specity when thos

events result in the delivery of a Power Loss Expected event notification to the SAL.

If a SCSI target port detects a power loss expected, then a Power Loss Expected event notification indication
shall be delivered to each logical unit to which the |_T nexus has access. In response to the resulting I_T
power loss expected condition:

a) the task manager in each logical unit to which the notification was delivered shall:
A) abort all commands in all task sets (see 5.6), clearing all pending status and sense data;
B) abort all background third-party copy operations (see SPC-4);
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C) establish a unit attention condition as described in 5.6 for each initiator port associated with every
|_T nexus on which a command was aborted (e.g., with the additional sense code set to
COMMANDS CLEARED BY POWER LOSS NOTIFICATION); and

D) abort all task management functions;

b) each logical unit to which the notification was delivered shall not change any other previously
established conditions, including mode parameters, reservations, and ACA; and

c) the SCSI target device shall perform any additional functions required by the applicable SCSI
transport protocol standards.

G.L SCSI transport protocol services for event notification

6.4.1 SCSI transport protocol service for event notification overview

The SCSI transport protocol services described in this subclause are used by a SCSI initiater port or a SC$§
target port to deliver an indication to the SAL that a SCSI event has been detected.

AllSCSI transport protocol standards should define the SCSI transport protocol specific requirements for
implementing the Nexus Loss SCSI transport protocol service indication, the Transport Reset SCSI

trapsport protocol service indication and the Power Loss Expected SCSI transpert protocol service indicatipn
degcribed in this subclause and when these indications are to be delivered-fo-the SAL.

The Nexus Loss SCSI transport protocol service indication and the Transport Reset SCSI transport protogol
sefvice indication are defined for both SCSI target devices and SCS| initiator devices.

6.4.2 Nexus Loss SCSI transport protocol service indication

$CSI target port invokes the Nexus Loss SCSI transport protocol service indication to notify a task
gnager that an |_T nexus loss has occurred.

A $CSl initiator port invokes the Nexus Loss SCSl-ransport protocol service indication to notify an
application client that an |_T nexus loss has occurred.

Nexus'Loss (IN (L_T Nexus))
Ingut argument

I_T Nexus: An.dentifier for the specific |_T nexus that has been detected as lost.

6.4.3 Transport Reset SCSl.transport protocol service indication

$CSI target port invokes the Transport Reset SCSI transport protocol service indication to notify a task
gnager that a hard, reset has occurred.

A $CSl initiator,port invokes the Transport Reset SCSI transport protocol service indication to notify an
application.€lient that a hard reset has occurred.

Transport Reset (IN ( SCSI Port))

SCSI Port: The specific SCSI port in the SCSI device for which a transport reset was
detected.

6.4.4 Power Loss Expected SCSI transport protocol service indication

The Power Loss Expected SCSI transport protocol service indication is defined for SCSI target devices.
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A SCSI target port invokes the Power Loss Expected SCSI transport protocol service indication to notify a
task manager that a power loss expected has occurred.

Power Loss Expected (IN ( SCSI Port))

Input argument

SCSI Port: The specific SCSI port in the SCSI device for which power loss expected was
detected.
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7 Task management functions

7.1 Task management function procedure calls

An application client requests the processing of a task management function by invoking the SCSI transport
protocol services described in 7.12, the collective operation of which is modeled in the following procedure
call using the following format:

Service Response = Function name (IN ( Nexus, Command Identifier), OUT ( [Additional
Response Information] )

The task management function names are summarized in table 55.

Table 55 — Task Management Functions

Additional
Command Response
Fask management function N ¢ Identifier Inf P ti Ref X
i.e., function name) exus argumen argument nformation eferencg
required argument
supported
ABORT TASK I_T_L Nexus yes no 7.2
ABORT TASK SET |_T_L Nexus no no 7.3
CLEAR ACA I_T_L Nexus no no 7.4
CLEAR TASK SET | T _LNexus no no 7.5
|_T NEXUS RESET K T Nexus no no 7.6
LOGICAL UNIT RESET I_T_L Nexus no no 7.7
QUERY TASK I_T_L Nexus yes yes 7.8
QUERY TASK SET |_T_L Nexus no no 7.9
QUERY ASYNCHRONQUS
EVENT |_T L Nexus no yes 7.10

Ingut arguments:

Nexus: Contains an |_T Nexus argument (see 4.6.32.2), or an|_T_L Nexus argument
(see 4.6.32.3) identifying the routing of the command or commands affected by
the task management function.

I_T Nexus: An identifier for the I_T nexus (see 4.6.32.2) aifected by the task management
function.

I_T_L Nexus: An identifier for the |_T_L nexus (see 4.6.32.3) affected by the task
management function.

Command Identifier: The numerical identifier (see 4.6.31.3) affected by the task management
function.
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If supported by the SCSI transport protocol and the logical unit,
then three bytes are returned along with the service response for
certain task management functions (e.g., QUERY
ASYNCHRONOUS EVENT). SCSI transport protocols may or may
not support the Additional Response Information argument. A SCSI
transport protocol supporting the Additional Response Information
argument may or may not require that logical units accessible

On

SH
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a
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FUNCTION COMPLETE:

FUNCTION SUCCEEDED:

FUNCTION REJECTED:

RVICE DELIVERY OR TARGET FAILURE:

e of the following SCSI transport protocol specific service responses shall be returned;

INCORRECT LOGICAL UNIT NUMBER:

ch SCSI transport protocol standard shall define the events for each of these service responses.

e task manager response.to task management requests is subject to the presence of access restrictiong
managed by ACCESS CONTROL OUT and ACCESS CONTROL IN commands (see SPC-4), as follow|

a) atask management request of ABORT TASK, ABORT TASK SET, CLEAR ACA, |_T NEXUS RES
QUERY TASK, QUERY TASK SET, or QUERY ASYNCHRONOUS EVENT shall not be affected
the presence of access restrictions;

b) a taskymanagement request of CLEAR TASK SET or LOGICAL UNIT RESET received from a S(
initiator port that is denied access to the logical unit, either because it has no access rights
because it is in the pending-enrolled state, shall not cause any changes to the logical unit; and

©)) the task management function service response shall not be affected by the presence of access

mnrougriia sLol target port USiﬂg Nat ransport Protocor support i
Additional Response Information argument. If the SCSI transport
protocol does not support Additional Response Information-or'the
logical unit does not support Additional Response Information, then
all output parameters are invalid.

A task manager response indicating that the requested function is
complete. Unless another response is required, the task manager|
shall return this response upon completion‘of a task management
request supported by the logical unit.orSCSI target device to
which the request was directed.

A task manager response indi¢ating that the requested function is
supported and completed suceessfully. This task manager
response shall only be used by functions that require notification o
success (e.g., QUERY\TASK, QUERY TASK SET, or QUERY
ASYNCHRONOUS EVENT).

A task managerfesponse indicating that the requested function is
not supported by the logical unit or SCSI target device to which thg
function was.directed.

A task.router response indicating that the function requested
processing for an incorrect logical unit number (see 4.7.1).

The request was terminated due to a service delivery failure or
SCSI target device malfunction. The task manager may or may no
have successfully performed the specified function.

19

S.
ET,
by
LS|
or

restrictions.

7.2 ABORT TASK

Procedure call:

De

Service Response = ABORT TASK (IN ( I_T_L Nexus, Command Identifier ))

scription:
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If the SCSI transport protocol for a SCSI target port defines that the scope of the ABORT TASK is:

a) |_T_L nexus, then the task manager in each logical unit accessible through that SCSI target port shall
support ABORT TASK; or
b) I_T nexus, then the task router shall support ABORT TASK.

If the SCSI transport protocol defines that the scope of the ABORT TASK is |_T_L nexus, then the task
manager shall:

1) abort all commands with the matching command identifier as described in 5.6; and

‘7) return a service response Oof EUNCTION COMPLETE

If the SCSI transport protocol defines that the scope of the ABORT TASK is I_T nexus, then the task route
shall:

1) abort all commands that were received on the specified |_T nexus with the matching’ commgnd
identifier in all logical units as described in 5.6; and
2) return a service response of FUNCTION COMPLETE.

If the SCSI target device supports overlapped command checking (see 5.10), then ABORT TASK affects np
mqre than one command.

19%
o

ThE service response of FUNCTION COMPLETE does not distinguish between whethier a command was abort
or ho matching command was in the task set.

=

Previously established conditions, including mode parameters, reservations; and ACA shall not be change
by|the ABORT TASK task management function.

All[SCSI transport protocol standards shall support the ABORT TASK task management function.

7.3 ABORT TASK SET

Procedure call:
Service Response = AABORT TASK SET (IN (I_T_L Nexus))

Description:
This function shall be supported by alllogical units.
The task manager shall:

1) abort all commands(in the task set that were received on the specified |_T nexus as described in §.6;
and
2) return a servicé-response of FUNCTION COMPLETE.

Cammands received-on other |_T nexuses or in other task sets shall not be aborted. This task management
furjction performed-is equivalent to a series of ABORT TASK requests.

Alllpending §tatus and sense data for the commands that were aborted shall be cleared. Other previously
esfablished ctonditions, including mode parameters, reservations, and ACA shall not be changed by the
ABORT TASK SET function.

All

7.4 CLEAR ACA

Procedure call:

Service Response = CLEAR ACA (IN ( I_T_L Nexus))

Description:
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This function shall be supported by a logical unit if it supports ACA (see 5.9).

For the CLEAR ACA task management function, the task set shall be the one defined by the TsT field in the
Control mode page (see SPC-4).

An application client requests a CLEAR ACA using the faulted |_T nexus to clear an ACA condition (see 5.9)
from the task set serviced by the logical unit. If there is an ACA condition and this function is received on the
faulted |_T nexus, then the task manager shall:

1) abort each command in the task set with the ACA task attribute (see 8.4.5) as if an ABORT TASK

function (an Z 9) Qpnr‘ifying that command had nr\r\urrnd;

2) clear the ACA condition as described in 5.9.5; and
3) return a service response of FUNCTION COMPLETE.

If there is an ACA condition and this function is received on an |_T nexus other than the faulted I nexus,
thgn the task manager shall return a service response of FUNCTION REJECTED.

If there is no ACA condition, then the task manager shall return a service response of FUNCTION COMPLETE|

All[SCSI transport protocol standards shall support the CLEAR ACA task managementfunction.

7.5 CLEAR TASK SET

Procedure call:
Service Response = CLEAR TASK SET(IN ( I_T_L Nexus))

Description:
This function shall be supported by all logical units.
The task manager shall:

1) abort all commands in the task set as desgribed in 5.6; and
2) return a service response of FUNCTION COMPLETE.

If the TST field is set to 001b (i.e., per I_T nexus) in the Control mode page (see SPC-4), there is one task get
pef |_T nexus. As a result, no other |_T.nexXuses are affected and CLEAR TASK SET is equivalent to ABORT
TASK SET (see 7.2).

Alllpending status and sense data\for the task set shall be cleared. Other previously established conditions,
indluding mode parameters, réservations, and ACA shall not be changed by the CLEAR TASK SET function.

All|SCSI transport protocohstandards shall support the CLEAR TASK SET task management function.

=]

7.6 I_T NEXUS'RESET

Prpcedure-call:

Service Response = |_T NEXUS RESET (IN ( I_T Nexus ))

Description:

SCSI transport protocols may or may not support |_T NEXUS RESET and may or may not require logical
units accessible through SCSI target ports using such transport protocols to support |_T NEXUS RESET.

Each logical unit accessible through the SCSI target port shall perform the |_T nexus loss functions described
in 6.3.4 for the |_T nexus on which the function request was received, then:

1) the SCSI target device shall return a service response of FUNCTION COMPLETE; and
2) the logical unit(s) and the SCSI target port shall perform any additional functions specified by the
SCSI transport protocol.
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7.7 LOGICAL UNIT RESET

Procedure call:

Service Response = LOGICAL UNIT RESET (IN ( L_T_L Nexus))

Description:

This function shall be supported by all logical units.

Thetogicatunitshatt

1) perform the logical unit reset functions described in 6.3.3; and
2) return a service response of FUNCTION COMPLETE.

All[SCSI transport protocol standards shall support the LOGICAL UNIT RESET task management function

7.8 QUERY TASK

Propcedure call:

Service Response = QUERY TASK (IN ( I_T_L Nexus, Command Identifier ), OUT ( [Additional
Response Information] ))

Dgscription:

S(SI transport protocols may or may not support QUERY TASK/and may or may not require SCSI target
pofts using such transport protocols to support QUERY TASK:

If:

a) the SCSI target port supports QUERY TASK;j; and
b) the SCSI transport protocol defines that the scope of the QUERY TASKis |_T L nexus,

thgn the task manager in each logical unit aceessible through that SCSI target port shall support QUERY
TASK.

If:

a) the SCSI target port supports QUERY TASK; and
b) the SCSI transport protdcel defines that the scope of the QUERY TASK is |_T nexus,

thgn the task router shall support QUERY TASK.

If the SCSI transport protocol defines that the scope of the QUERY TASK is |_T_L nexus, then the task
mgnager in the specified logical unit shall:

a) if a command with the specified command identifier is present in the task set, then return a servjce
response of FUNCTION SUCCEEDED; or
b) if aacommand with the specified command identifier is not present in the task set, then return a servjce
response of FUNCTION COMPLETE.

If the-SCSI transport protocol defines that the scope of the QUERY TASK is |_T nexus, then the task routef

a) if a command with the specified command identifier is present in the task set of any logical unit, then
return a service response of FUNCTION SUCCEEDED; or

b) if a command with the specified command identifier is not present in the task set of any logical unit,
then return a service response of FUNCTION COMPLETE.

If the service response is not FUNCTION SUCCEEDED, then the task router or task manager shall set the
Additional Response Information argument to 000000h.
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If the service response is FUNCTION SUCCEEDED, then the task router or task manager shall set the Additional
Response Information argument as defined in table 56.

Table 56 — Additional Response Information argument for QUERY TASK

Bit
Byte 7 6 5 4 3 2 1 0
0 (MSB)
PROGRESS INDICATION
1 (LSB)
2 Reserved

The PROGRESS INDICATION field is a percent complete indication of the specified command. The returned valpie
is & numerator that has 65 536 (i.e., 10000h) as its denominator. The progress indicatiop.shall be based uppn
thq total operation. A value of one indicates the minimum progress, and a value of-FFFFh indicates the
mgximum progress. A value of zero indicates that the progress indicator is not supported.

The progress indication should be time related. The granularity of these steps’should be small enough to
prgvide reasonable assurances to the application client that progress is being made.

7.9 QUERY TASK SET

Propcedure call:

Service Response = QUERY'TASK SET (IN ( I_T_L Nexus))

Description:

S(SI transport protocols may or may not support QUERY TASK SET and may or may not require logical unjts
acgessible through SCSI target ports using-such transport protocols to support QUERY TASK SET.

The task manager in the specified logical unit shall:

a) if there is any command ‘present in the task set from the specified I_T nexus, then return a servjce
response of FUNCTION/SYCCEEDED; or
b) if there is no command present in the task set from the specified |_T nexus, then return a servjce
response of FUNCTION COMPLETE.

7.10 QUERY<ASYNCHRONOUS EVENT

Procedurezeall:

—

Sefvice Response = QUERY ASYNCHRONOUS EVENT (IN ( I_T_L Nexus ), OUT ( [Additional
Responseinfornmationi))

Description:

A SCSI transport protocol may or may not support QUERY ASYNCHRONOUS EVENT. A SCSI transport
protocol supporting QUERY ASYNCHRONOUS EVENT may or may not require logical units accessible
through SCSI target ports using that transport protocol to support QUERY ASYNCHRONOUS EVENT.

If a QUERY ASYNCHRONOUS EVENT task management function is rerouted from a subsidiary logical unit
to an administrative logical unit (see 4.6.7.5), then the logical unit specified by the QUERY ASYNCHRONOUS
EVENT is the subsidiary logical unit (see 4.6.26) to which the task management function was originally
directed and that subsidiary logical unit is the specified logical unit.
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A coalesced unit attention condition (see 5.14.2) established by an administrative logical unit (see 4.6.25)
device server is a pending unit attention condition for that administrative logical unit and all subsidiary logical
units (see 4.6.26) in the same logical unit conglomerate (see 4.6.10).

The task manager in the specified logical unit shall:

a) if there is a unit attention condition (see 5.14) or a deferred error (see SPC-4) pending for the
specified |_T nexus, then return a service response of FUNCTION SUCCEEDED; or

b) if there is no unit attention condition and no deferred error pending for the specified |_T nexus, then
return a service response of FUNCTION COMPLETE.

If the service response is not FUNCTION SUCCEEDED, then the task manager shall set the Additional Responge
Infprmation argument to 000000h.

If the service response is FUNCTION SUCCEEDED, then the task manager shall set the Additional Résponse
Infprmation argument as defined in table 57.

Table 57 — Additional Response Information argument for QUERY ASYNCHRONOUS EVENT

1 3‘; 7 6 5 4 3 2 1 0
0 Reserved UADE DEPTH SENSE KEY
1 ADDITIONAL SENSE GODE
2 ADDITIONAL SENSE CODE QUALIFIER

The UADE DEPTH field indicates the number of pending unib attention conditions or deferred errors and is
defined in table 58. The number of pending unit attention conditions shall be based on the content of all
applicable unit attention queues (e.g., the administrative logical unit's coalesced unit attentions queue and the
subsidiary logical unit's unit attention queue for a'rerouted QUERY ASYNCHRONOUS EVENT task
mgnagement function).

Table 58 — UADE DEPTH field

Code Description
00b The combined number of unit attention conditions and deferred errors is unknown.
01b The.eombined number of unit attention conditions and deferred errors is one.
10b The combined number of unit attention conditions and deferred errors is greater than one.
11b Reserved

ThEe SENSE KEY field indicates the value of the SENSE KEY field that is to be returned in the sense data for th
next unit attention condition or deferred error that is to be reported (see SPC-4).

()

The ADDITIONAL SENSE CODE field indicates the value of the ADDITIONAL SENSE CODE field in the next unit
attention condition or deferred error that is to be reported (see SPC-4).

The ADDITIONAL SENSE CODE QUALIFIER field indicates the value of the ADDITIONAL SENSE CODE QUALIFIER field
in the next unit attention condition or deferred error that is to be reported (see SPC-4).

The next unit attention condition that is to be reported, if any, shall be based on the highest precedence
condition (see 5.3.3) in all applicable unit attention queues (e.g., the administrative logical unit's coalesced
unit attentions queue and the subsidiary logical unit's unit attention queue for a rerouted QUERY
ASYNCHRONOUS EVENT task management function).
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7.11 Task management function lifetime

The task manager creates a task management function upon receiving a Task Management Request
Received SCSI transport service indication (see 7.12) (i.e., upon processing the Task Management Request

Re

ceived operation (see 4.6.21.3)). The task management function shall exist until:

a) the task manager sends a service response for the task management function;
b) an I_T nexus loss (see 6.3.4);
c) alogical unit reset (see 6.3.3);

An
mg
reg

If 6
(e.
ap

clignt has determined that the task management function is no longer known to the device server.

If 8
be
de
diff

7.

7.1

d) dThaldresetl (See 0.5.2),
e) power loss expected (see 6.3.5); or
f) a power on condition (see 6.3.1).

application client maintains an application client task management function to represent the task
nagement function from the time the Send Task Management Request SCSI transport protocol servic
uest is invoked until the application client receives one of the following SCSI target deyice responses:

a) a service response of FUNCTION COMPLETE, FUNCTION SUCCEEDED, FUNCTION REJECTED, Or INCORRE
LOGICAL UNIT NUMBER is received for that task management function;

b) natification of a unit attention condition with any additional sense code whose ADDITIONAL SENSE CQ
field is set to 29h (e.g., POWER ON, RESET, OR BUS DEVICE RESETYOCCURRED; POWER
OCCURRED; SCSI BUS RESET OCCURRED; BUS DEVICE RESET FUNCTION OCCURRE
DEVICE INTERNAL RESET; or I_T NEXUS LOSS OCCURREDY;

c) notification of a unit attention condition with an additional sense-code set to MICROCODE HAS BE
CHANGED; or

d) notification of a unit attention condition with an additionalksense code set to COMMANDS CLEAR
BY POWER LOSS NOTIFICATION.

NOTE 10 Items other than a) assume in-order delivery (see*4.4.3).

service response of SERVICE DELIVERY OR TARGET\FAILURE is received for a task management function
j., an |_T nexus loss is detected by the SCSl.initiator port), the application client shall maintain an
blication client task management function to represent the task management function until the applicatio

NOTE 11 The names of the unit-attention conditions listed in the subclause (e.g., SCSI BUS RESET
OCCURRED) are based on usagein SAM-2 without consideration for how the unit attention conditions are
represented by any given SCShiransport protocol.

ween the completion gfa-device server request-response transaction as seen by the application client a
vice server. As a regult, the lifetime of a task management function as it appears to the application clienf
erent from the lifétime observed by the device server.

12 SCSltransport protocol services for task management functions

271.SCSI transport protocol services for task management functions overview

D
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SCSi transport protocol does not require state synchronization (see 4.4.2), then there may be a time skew

hd
is

The SCSI transport protocol services described in this subclause are used by a SCSI initiator device and
SCSI target device to process a task management function procedure call. The following arguments are
passed:

Nexus: An identifier for the |_T nexus (see 4.6.32.2), or an identifier forthe |_T_L
nexus (see 4.6.32.3).

Command Identifier: The numerical identifier (see 4.6.31.3) of the command affected by the task
management function.

Function Identifier: Argument encoding the task management function to be performed.
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All SCSI transport protocol standards shall define the SCSI transport protocol specific requirements for
implementing the Send Task Management Request SCSI transport protocol service request (see 7.12.2),
the Task Management Request Received SCSI transport protocol service indication (see 7.12.3), the Task
Management Function Executed SCSI transport protocol service response (see 7.12.4), and the Received
Task Management Function Executed SCSI transport protocol service confirmation (see 7.12.5) SCSI
transport protocol services.

A SCSI transport protocol standard may specify different implementation requirements for the Send Task
Management Request SCSI transport protocol service request for different values of the Function Identifier

arqument

All[SCSI initiator devices shall implement the Send Task Management Request SCSI transport protocol
sefvice request and the Received Task Management Function Executed SCSI transport protocolservice
confirmation as defined in the applicable SCSI transport protocol standards.

All[SCSI target devices shall implement the Task Management Request Received SCSI transport protocol
sefvice indication and the Task Management Function Executed SCSI transport protocal‘Service responge
as|defined in the applicable SCSI transport protocol standards.

7.12.2 Send Task Management Request SCSI transport protocol service request
An[application client invokes the Send Task Management Request SCSI transport protocol service requeist
to request that a SCSI initiator port send a task management function overthe service delivery subsystem

Senhd Task Management Request SCSI transport protocol service request:

Send Task Management Request (IN ( Nexus, [Command Identifier], Function Identifier ))

Ingut arguments:

Nexus: An identifier for the |_T nexus (see 4.6.32.2), or an identifier forthe |_T_L
nexus (see 4.6.32.3).

Command Identifier: The numerical identifier (see 4.6.31.3) of the command affected by the task
management function.

Function Identifier: Argument encoding the task management function to be performed.
7.12.3 Task Management Request Received SCSI transport protocol service indication

A task router (see 4.6.7) invokes'the Task Management Request Received SCSI transport protocol service
indication to notify a task manager that it has received a task management function over the service delively
subsystem.

Task Management Request Received SCSI transport protocol service indication:

Task Management Request Received (IN ( Nexus, [Command Identifier], Function Identifier ))

Ingut arguments:
Nexus: An identifier for the |_T nexus (see 4.6.32.2), or an identifier for the |_T_L
nexus (see 4.6.32.3).

Command ldentifier: The numerical identifier (see 4.6.31.3) of the command affected by the task
management function.

Function Identifier: Argument encoding the task management function to be performed.
7.12.4 Task Management Function Executed SCSI transport protocol service response
A task manager invokes the Task Management Function Executed SCSI transport protocol service

response to request that a SCSI target port transmit task management function executed information over the
service delivery subsystem.
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Task Management Function Executed SCSI transport protocol service response:

Task Management Function Executed (IN ( Nexus, [Command Identifier], Service Response,

Inp

7.1

A §
se
inf
Re

Additional Response Information: The AdditionallResponse Information output argument for the task

[Additional Response Information] ))
ut arguments:

Nexus: An identifier for the |_T nexus (see 4.6.32.2), or an identifier for the
I_T_L nexus (see 4.6.32.3).

the task management function.
Service Response: An encoded value representing one of the following:

The requested function has been

FUNCTION COMPLETE:
completed.

FUNCTION  The requested function is"supported and
SUCCEEDED:  completed successfully.

The task manager-does not implement the

FUNCTION REJECTED: '
requested function:

A task routerresponse indicating that the
function requested processing for an
incorrect logical unit number (see 4.7.1).

INCORRECT LOGICAL
UNIT NUMBER:

The request was terminated due to a
service delivery failure or SCSI target
device malfunction. The task manager may
or may not have successfully performed the
specified function.

SERVICE DELIVERY
OR TARGET FAILURE:

management function procedure call (see 7.1).

2.5 Received Task Management Function Executed SCSI transport protocol service confirmatior

BCSI initiator port invokes the Received Task Management Function Executed SCSI transport protoc
vice confirmation to notify an application client that it has received task management function executed
brmation over the service delivery subsystem.

ceived Task Management Function Executed SCSI transport protocol service confirmation:

Received Task Management Function Executed (IN ( Nexus, [Command Identifier], Service
Response, [Additional Response Information] )
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