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Foreword

ISO (the

International Organization for Standardization) and

IEC (the International

Electrotechnical

Commission) form the specialized system for worldwide standardization. National bodies that are members of
ISO or IEC participate in the development of International Standards through technical committees
established by the respective organization to deal with particular fields of technical activity. ISO and IEC
technical committees collaborate in fields of mutual interest. Other international organizations, governmental

and non-gove
technology, IS

International S|
The main tas

Standards addg
an Internationa
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D and IEC have established a joint technical committee, ISO/IEC JTC 1.
tandards are drafted in accordance with the rules given in the ISO/IEC Directives, Part 2,
of the joint technical committee is to prepare International Standards..Draft Interr

pted by the joint technical committee are circulated to national bodies fér yoting. Publicg
| Standard requires approval by at least 75 % of the national bodies casting a vote.

Attention is drawn to the possibility that some of the elements of this documentymay be the subject of]

rights. 1ISO ang

ISO/IEC 25041
Subcommittee

ISO/IEC 25044

IEC shall not be held responsible for identifying any or all sué¢hjpatent rights.

was prepared by Joint Technical Committee ISOMEC JTC 1, Information tech
SC 7, Software and systems engineering.

is one of the SQuaRE series of International:Standards, which consists of the fa

divisions undgr the general title Systems and software “engineering — Systems and software

Requirements
e Quality Mg
Quality Mg
Quality Me
Quality Re

Quality Ev,

and Evaluation (SQuaRE):

nagement Division (ISO/IEC 2500n),
del Division (ISO/IEC 2501n),
asurement Division (ISO/IEC:2502n),
quirements Division (ISO/IEC 2503n),

bluation Division, (ISO/IEC 2504n).
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Introduction

The evaluation of software product quality is vital to both the acquisition and development of software that
meets quality requirements. The relative importance of the various characteristics of software quality depends
on the mission or objectives of the system of which it is a part; software products need to be evaluated to

decide whether relevant quality characteristics meet the requirements of the system.

requir
gener
requir

ments for specification and evaluation of systems and software quality ,and clarifies
| concepts. It provides a framework for evaluating the quality of software products
ments for methods of software product measurement and evaluatien;

The ggneral goal of creating the SQuaRE series of International Standards is to move to a logig
enrichgd and unified series covering two main processes: software quality requirements sp
softwafe quality evaluation, supported by a software quality measurement process. The [
SQuaRE series of International Standards is to assist thosedeveloping and acquiring softwarg
the spg
and so|
alignin
providg
acquirg

ftware quality requirements, their measurement, and evaluation. It includes a two-part qu
) customer definitions of quality with attributes-of the development process. In addit
s recommended measures of software product quality attributes that can be used
rs, and evaluators.

SQuaRE provides

terms and definitions,

reference models,
a deneral guide,
individual division duides, and

International Standards for requirements specification, planning and management, mez
evaluation purposes.

SQuaRE jincludes International Standards on quality model and measures, as well as on qualit

ation, software
b specified, the
h intermediate

ntains general
he associated
hnd states the

ally organized,
ecification and
urpose of the
products with

cification and evaluation of quality requirements. If establishes criteria for the specification of systems

ality model for
on, the series
by developers,

surement and

y requirements

and evpluation.

SQuaReE replaces the current ISO/IEC 9126 series and the ISO/IEC 14598 series.

ISO/IEC 25040, Systems and software engineering — Systems and software Quality Requirements and
Evaluation (SQuaRE) — Evaluation reference model and guide will replace a part of ISO/IEC 14598-1,
Information technology — Software product evaluation — Part 1: General overview.

ISO/IEC 25041, Systems and software engineering — Systems and software Quality Requirements and
Evaluation (SQuaRE) — Evaluation modules will replace ISO/IEC 14598-6, Software engineering — Product
evaluation — Documentation of evaluation modules.

ISO/IEC 25001, Software engineering— Software product Quality Requirements and Evaluation

(SQuaRE) — Planning and management replaces ISO/IEC 14598-2, Software engineering — Product
evaluation — Part 2: Planning and management.

© ISO/IEC 2010 — All rights reserved


https://iecnorm.com/api/?name=410df877fc6fa91654b4bac24c2b0899

ISO/IEC 25045:2010(E)

Quality Model
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Figure 1 — Organization of the SQuaRE series of Interhational Standards

ates the organization of the SQuaRE series, representing families of standards, also

vithin SQuaRE model are:

b00n - Quality Management Divisiony The International Standards that form this
common models, terms and definitions further referred to by all other International Stg
(QuaRE series. Referring paths (guidance through SQuaRE documents) and high level p
s in applying proper standards ta'specific application cases offer help to all types of use
50 provides requirements and;guidance for a supporting function which is responsible
bnt of software product requirements specification and evaluation.

6501n - Quality Model Division. The International Standard that forms this division pre
bality model including internal, external and quality in use characteristics. Furtherma
d external software quality characteristics are decomposed into sub-characteristics. P)
n the use of«the quality model is also provided.

b02n - ‘Quality Measurement Division. The International Standards that form this
software product quality measurement reference model, mathematical definitions of

called

division
ndards
ractical
Is. The
for the

sents a
re, the
ractical

livision
quality
pftware

and. practical guidance for their application. Presented measures apply to internal s

for the

quality, ex
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latter measures are defined and presented.

e ISO/IEC 2503n - Quality Requirements Division. The International Standard that forms this division
helps in specifying quality requirements. These quality requirements can be used in the process of quality
requirements elicitation for a software product to be developed or as input for an evaluation process. The
requirements definition process is mapped to technical processes defined in ISO/IEC 15288, Systems and
software engineering — System life cycle processes.

e ISO/IEC 2504n - Quality Evaluation Division. The International Standards that form this division provide
requirements, recommendations and guidelines for software product evaluation, whether performed by
evaluators, acquirers or developers. The support for documenting a measure as an Evaluation Module is

also prese

Vi

nted.
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This International Standard is part of the Quality Evaluation Division (ISO/IEC 2504n), which consists of the

followin

g International Standards (see Figure 2).

ISO/IEC 25040"), Systems and software engineering — Systems and software Quality Requirements and

Evaluation (SQuaRE) — Evaluation reference model and guide, contains general requirements for
specification and evaluation of software quality and clarifies the general concepts. It provides a process
description for evaluating the quality of software products and states the requirements for the application
of this process. The evaluation process is the basis for software product quality evaluation for different
purposes and approaches. Therefore, the process can be used for the evaluation of quality in use,
external software quality and internal software quality. It can also be applied to evaluate the quality of pre-
developed software or custom software during its development process. The software product quality
evaluation can be conducted by an acquirer, a developer organization, a supplier or an independent third
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ty evaluator.

D/IEC 250412), Systems and software engineering — Systems and software Quality’Req
bluation (SQuaRE) — Evaluation modules, defines the structure and content<f the do
used to describe an evaluation module. These evaluation modules contain<the spec
blity model (i.e. characteristics, sub-characteristics and corresponding intetnal, external g

asures), the associated data and information about the planned applieation of the

brmation about its actual application. Appropriate evaluation modules‘are selected for e
some cases, it might be necessary to develop new evaluation medules. Guidance for d
evaluation modules is found in ISO/IEC 25041.

anizations producing new evaluation modules.

p-characteristic of recoverability defined under the ‘¢haracteristic of reliability of the qua
lity of a software product and thereby a system 10" remain available or to recover within
eframe from disturbance has always been important since a down time often has econ

ndard determines the qualityxmeasures of resiliency and autonomic recovery in
brmation system composed oflene or more software products' execution transactions is
ies of disturbances. A disturbance could be an operational fault (e.g. an abrupt s
prating system process that brings down a system) or an event (e.g. a significant incre
system).

This International Standard can alsq

D/IEC 25045, Systems and software engineering — Systems and software Quality Req
bluation (SQuaRE) — Evaluation module for recovérability provides the specification t

nsequences. The emphasis in recent years~has extended to the autonomic ability 9
duct and thereby a system to be self-managed with minimal involvement by human og
interests in the user domain and.industry on how well a software product and the
ndles such disturbances in the way it detects, analyses, adjusts or recovers. Thi

uirements and
cumentation to
fication of the
r quality in use
odel and the
ch evaluation.
eveloping new
be used by

uirements and
o evaluate the
ity model. The
an acceptable
bmic and other
f the software
erators. There
reby a system
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se of users to
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To

be published.

Under preparation.
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INTERNATIONAL STANDARD ISO/IEC 25045:2010(E)

Systems and software engineering — Systems and software
Quality Requirements and Evaluation (SQuaRE) — Evaluation

module for recoverability

1 Sc¢ope

This International Standard is one of the SQuaRE series of International Standards{ which cg
requirgments for specification and evaluation of systems and software quality and“clarifies
general concepts. SQuaRE provides a framework for evaluating the quality of software prodd
the requirements for methods of software product measurement and evaluatien.

This Infernational Standard uses a methodology involving two types of evaluation for recovera
of the |method makes use of the disturbance injection methodology..and a list of disturban
comma@n categories of operational faults and events to evaluate thequality measure of resiliend
quality|measure is based on a set of questions that is defined for each disturbance to evalu
measufe of autonomic recovery index by assessing how wellthe system detects, analyses, ar
disturbpnce without human intervention.

This International Standard is applicable to information.systems executing transactions in a sys

ntains general
he associated
cts and states

bility. One part
ces based on
y. The second
ate the quality
d resolves the

em supporting

single pr multiple concurrent users, where speedy recovery and ease of managing recovery is important to the

acquirgr, owner/operator, and the developer.

1.1 Characteristics

This ejaluation module measures. the' quality measures defined under the following cha
sub-chpracteristics of the quality mgdel as defined in ISO/IEC 9126-1:2001.

NOTE The reference to ISO/IEC 9126-1 will be replaced by a reference to ISO/IEC 25010 when publ
Characleristic — Reliability

Sub-characteristici— Recoverability
Quality measure — Resiliency

Qualitysmeasure — Autonomic recovery index

racteristic and

shed.

1.2 Level of evaluation

Level D as defined in ISO/IEC 14598-5. This evaluation is intended for a system with executable products.

NOTE The reference to ISO/IEC 14598-5 will be replaced by a reference to ISO/IEC 25040 when published.

1.3 Technique

A disturbance injection methodology is a test methodology where disturbances are injected against the
application and other components of the system while it is running a workload of interest to the acquirer. A

disturbance injection methodology and a list of disturbances based on common categories
faults and events are used to evaluate the quality measure of Resiliency. For each disturbance,

of operational
the Resiliency

of the system is calculated based on the ratio between the number of transactions that complete successfully

© ISO/IEC 2010 — All rights reserved
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while the system is under disturbance and the number of transactions that complete successfully in a system
that does not encounter the disturbance. A set of disturbances is defined under the following categories:

[ )
shutdown;

runaway query, DBMS deadlock, DBMS and queuing server storage exhaustion;

e Load resol

Loss of data — e.g. DBMS loss of data, DBMS loss of file, DBMS and queuing server loss of disk;

ution — e.g. a moderate or significant increase of users or workload;

Unexpected shutdown — e.g. abrupt operating system (OS) shutdown, process shutdown, network

Resource contention — e.g. CPU/memory/IO hogs, memory leak, database management system (DBMS)

e Restart fai

Other disturba

A set of quest

for each distubance to evaluate the quality measure of autonomic recovery index. A_score is calculg

each disturban

The overall R
individual scor

The detailed e
1.4 Applica

This evaluatio
software comy

performance résult to properly assess the impact of disturbance and recovery.

The evaluation

a) evaluation
b) evaluation

weakness|
c) evaluation

The evaluation
components o
workload para
evaluation.

ures — e.g. restart failure on OS and middleware server process.

nce categories may be identified if appropriate.

ons to assess how well the system detects, analyses, and resolves the disturbance is
ce based on the answers to those questions.

bsiliency and autonomic recovery index are calculated respectively as an average o
S,

aluation methodology involved is given in 5.1.

bility

n module is applicable to an information system" that involves a software product an
onents. The information system must have>a ‘workload that has a consistently repro
module can be used in the following.situations:

as part of the system verification'tésting;

against the test environment of a production system to gauge recoverability and

of the recoverabilityof different solutions proposed by vendors using a common worklog

result is only«applicable to the specific release and configuration of the software and h3g
h which they“were evaluated. Two results are comparable if they use the same worklg
meter setdefined in 5.2.2.2 and fault load and fault load parameter set defined in 5.2.3.2

Hefined
ted for

f those

1 other
ducible

dentify

d.

rdware
ad and
for the

2 Conforn

nance

An evaluation of the recoverability of a software product conforms to this International Standard if it complies

with Clause 5.

3 Normative references

The following referenced documents are indispensable for the application of this document. For dated
references, only the edition cited applies. For undated references, the latest edition of the referenced

document (incl

uding any amendments) applies.

ISO/IEC 25000:2005, Software Engineering — Software product Quality Requirements and Evaluation
(SQuaRE) — Guide to SQuaRE

© ISO/IEC 2010 — All rights

reserved
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4 Terms and definitions
For the purposes of this document, the terms and definitions given in ISO/IEC 25000 and the following apply.

41

performance baseline

result from a normal execution of a performance workload against a system without performing disturbance
injection

4.2

disturbance
operational fault (e.g. an abrupt shutdown of an OS process that brings down a system) or event (e.g. a
significant increase of users to the system), or anything that could change the state of the system

NOTE For the context of this evaluation module, the disturbances are limited to external faults-or events, rather than
internallfaults that required modifying the application or OS code.

4.3
injection slot
point where the recoverability of the system under test (SUT) is tested by_injecting a distufbance while a
workload is being run

5 Inputs and measures

5.1 Evaluation methodology

The eyaluation shall follow the methodology outlined below utilizing an existing performance workload,
injecting disturbances which are faults or events as the workload is executing, and measuring the
performance under disturbance as compared to a'stable environment.

The evjaluation methodology consists of thre€ phases, as outlined in Figure 2 below. These aie the Baseline
phase,|the Test phase, and the Check phase. Note that prior to running a Baseline phase or Test phase, the
workload must be allowed to ramp-up to steady state, in which the workload runs at a congistent level of
performance.

. Baseline Test | Check
\ \ \

Injection Injection Injection
Slot 1

Slot 2 Slot N
SO SIOt2 L SO

Figure 2 — Three Phases of the Evaluation Methodology

Time

v

The Baseline phase determines the operational characteristics of the system in the absence of the injected
perturbations. This baseline phase is run to generate a performance baseline that shall be used to compare
the result from the test phase, and shall comply with all requirements defined by the performance workload.

The Test phase determines the operational characteristics of the system when the workload is run in the
presence of the disturbances. This phase shall use the same setup and configuration as the Baseline phase.

The Test phase is divided into a number of consecutive Disturbance Injection Slots. These injection slots shall
be run one after another in a specified sequence.

The Check phase ensures that the reaction of the system to the disturbance did not affect the integrity of the
system. During this phase, a check shall be made to ensure that the system is in a consistent state.

© ISO/IEC 2010 — All rights reserved 3
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During each injection slot, the fault load driver initiates the injection of a disturbance into the system under test
(SUT). Ideally, the SUT detects the problem and responds to it. This response can consist of either fixing the
problem or bypassing the problem by transferring work to a standby machine without resolving the original
problem. If the SUT is not capable of detecting and then either fixing or bypassing the problem automatically,
the fault load driver waits an appropriate interval of time, to simulate the time it takes for human operator
intervention, and initiates an appropriate human-simulated operation to recover from the problem.

Injection Slot

Disturbance Systemr Detects & R . i
Injected Recovers Applied Reéem
(if necessary) (ifneg
le Injectipn Interval 4 Detection . Recovery |7 Recovery : Keep /. |t
[ "I Interval —Initiation *|¥  Interval = Interval. |

As Figure 3 de

Measurement Interval

Figure 3 — Injection slot sub-intervals

monstrates, each injection slot consists of five sub-intervals.

e The Injection Interval is the predefined time that the.system is allowed to run at steady state b

particy
intervg

e TheD
For an
for a [
takes

lar fault is injected into the SUT. The benchmark driver waits for the predefined in
| before injecting the fault. The purpose of the injection interval is to demonstrate t

systenLis functioning correctly before any disturbance is injected.

tection Interval is the time from when a fault is injected to the time when a fault is de
SUT that is not capable of detecting a fault automatically, the driver will be configured
redefined Detection Interval before initiating a recovery action. This is to simulate the
or the human operator to,detect a fault.

e The Recovery Initiation Interval is the time from when a fault is detected to the time

recovg
action

before
initiate

e TheR

ry action begins. For-an SUT that is not capable of detecting the fault or initiating a rg
automatically, the)driver will be configured to wait for a predefined Recovery Initiation

initiating the_recovery action. This is to simulate the time it takes for a human ope
recovery.

bcovery-Interval is the time that it takes the system to perform recovery.

e TheK

irbance
pved
essary)

efore a
jection
hat the

tected.
to wait
time it

vhen a
covery
nterval
ator to

pep-Interval is the time to ramp-up again and run at steady state after the recovery. Thi

5 is the

time remaining in a measurement interval. If a steady state is not achieved or is lower than that prior
to the Disturbance Injection, this should be noted in the report.

It is important to note two things.

e First, the breakdown of the slot interval into sub-intervals is for expository purposes only. During a
benchmark run, the benchmark driver only distinguishes the boundaries of these sub-intervals when
the SUT requires simulated human intervention.

e And second, only the operations processed during the last four of the five intervals are part of the
measurement interval, and are, therefore, counted when calculating the throughput for the run.

© ISO/IEC 2010 — All rights
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5.1.1 Practical considerations relating to the methodology

A test is more controllable if each injection slot is run in isolation such that the system is stopped, reset, and
started and ramped-up between each injection slot. This will require the Check phase after each injection slot
instead of after all Injection Slots as described in Figure 2.

If the customer wants or agrees (such as to speed up the test or to see how the system react to multiple
disturbance that occurs one after another), the test could be setup to run some injection slots one after
another without stopping, resetting, starting, and ramping up to steady state between each injection slot. This
might be suitable for disturbances that do not bring down the SUT. Otherwise the resulting database recovery
would take much longer due to the need to recover for all prior transactions from previous injection slots. If the
test is to be run to compare different systems, and the injection slots are not run in isolation, the specific

sequer

The in
require
one ex
sufficie
up for
minute
20 min
Interva

5.1.2

The dig
and th
disturb
due to
intentiq

All five

5.1.2.1

Disturb

or the petwork link between compohents in the SUT.

, . PSR , N P
ceandgroupmyof mjection stots—should-beused-foratt-thesystens:

erval length of the run depends on the workload. Larger workload with higherthrou
a longer ramp-up period to reach the steady state where an injection slot could.begin. T
ample that had been used to provide a balance between efficiency and the need t¢
nt time to detect and repair from the injected disturbances: For a baseline runyallow the s
b minutes, and then use a 50-minute Baseline Phase. For a test run, allow the system to
5, and then use a 50-minute Test Phase, which is broken up into 10(minutes for the Inj
utes for the combined Detection Interval and Recovery Initiation Intetval, and 20 minute
and Keep Interval.

Disturbances
turbances and categories of disturbances in the execution runs are not intended to be ¢
hnces is intended to cover common operation faults and events, where some disturba
operator mistakes or even malicious action butithe list does not handle security issue
n of this evaluation module to evaluate system security.

disturbance categories described below:shall be used for conformance.

Unexpected shutdown

ances in this category simulate-the unexpected shutdown of an OS, one or more applicg

Table 1 — Disturbances for unexpected shutdown

ghput tends to
he following is

allow a SUT
ystem to warm
warm up for 5
ection Interval,
s for Recovery

pmprehensive,

e user of this International Standard can extend the'list based on experience and context. The list of

nces could be
s. It is not the

tion processes,

Disturbance name Description
Abrupt OS shutdewn*for | This fault scenario represents the shutdown of the server OS. Itis iptended to
DBMS, application, HTTP, | simulate the situation where an operator accidentally issues an OS|shutdown
and messaging servers command either remotely or at the console. All the processes on the server are

stopped and the OS is halted gracefully. This is different from a sys

tem crash

due to a software defect, a power failure (which is tied to the hardwj

are), or

accidentally shutting down by using the power switch.

Abrupt process shutdown

for DBMS, application, the component of the SUT. It is intended to simulate the situation where an
HTTP, and messaging operator accidentally issues an OS command to end the processes. This is
servers different from issuing a command to the processes to inform them of the need to

supplied by the OS to all processes that are to be ended. (E.g. sign

This fault scenario represents the shutdown of one or more processes supplying

terminate. The only alert provided to the processes that "the end is near" is that

al 9 in Linux).

and m

Network shutdown for
DBMS, application, HTTP,

components of the SUT. It is intended to simulate the situation whe
essaging servers
level loss of network control.

This fault scenario represents the shutdown of the network link between critical

network becomes unavailable because of a pulled cable, faulty switch, or OS

re the
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51.2.2 Resource contention

Disturbances in this category simulate the case in which resources on a machine in the SUT are exhausted
because of an unexpected process, user action, or application error.

Table 2 — Disturbances for resource contention

Disturbance name

Description

Memory hog on DBMS,
application, HTTP, and

This fault scenario represents the case where all the physical memory on the
system is exhausted. It is intended to simulate the situation in which a certain

messaging se

VeIs

ProceSs T the Tactine stops beinga good Titizemandtakes over attthe phys
memory. All the free physical memory of the system is taken up by the hog'pr
This disturbance is complicated by the virtual memory system, so the current
implementation is to request all physical memory and randomly access \within
memory to simulate page requests.

ical
pcess.

this

1/0 hog on DH
server

MS

This fault scenario represents the case where the disk bandwidth of the physi
drive containing the business data is saturated. It is intendéd,to simulate the
situation in which a certain process in the machine stops\being a good citizen
creates unplanned heavy disk 1/O activities. The disk-actuator is busy servicin
or writes requests all the time. This shouldn’t be canfused with the case whers
bandwidth of the I/O bus is saturated.

cal

and
g read
e the

DBMS runaway query

This fault scenario represents the case wheré the DBMS is servicing a runaw.
query. ltis intended to simulate the situation in which a long-running, resourc
intensive query is accidentally kicked ff during operation hours. It shouldn’t b
confused with a batch of smaller queries being executed.

Yy

Messaging se
poison messal

rver
ge flood

This fault scenario represents the'case where the message queue is flooded
many poison messages. A peison message is a message that the receiving
application is unable to ptocess, possibly because of an unexpected messags
format. It is intended to.simulate the situation in which the operator configures
wrong queue destination. A large number of poison messages are sent to the
message queue, Fhis shouldn’t be confused with the case where the applicat
causing a queue-overflow.

on is

DBMS and mg¢ssaging

server storagq
exhaustion

This fault.seenario represents the case where the system runs out of disk spa
is intended to simulate the situation in which a certain process in the machine
being a good citizen and abuses the disk quota. All the disk space of the drivg
centaining the business data is taken up by the hog process.

ce. It
stops
S

Network hog ¢
application, D
messaging se

n HTTR,
BMS~and
Ivers

This fault scenario represents the case where the network link between two
systems in the SUT is saturated with network traffic. It is intended to simulate
situation where a certain process in the machine stops being a good citizen a

the
hd

transfers excessive data on a critical network link. This test should be perform

edin

a private network such as with its own private switch or contained within a net
segment to avoid impacting other systems in the wider network.

work

Deadlock on DBMS

This fault scenario represents the case in which a deadlock involving one or more

server applications leaves a significant number of resources (rows or tables) in the DBMS
locked, making them inaccessible to all applications. Any queries on the DBMS that
require these locked resources will not complete successfully.

Memory leak in a user | This fault scenario represents the case in which a user application causes a

application memory leak that exhausts all available memory on the system. It is intended to
simulate the case in which a poorly written application is deployed onto an
application server.
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Disturbances in this category simulate a scenario in which business-critical data is lost.

Table 3 — Disturbances for loss of data

Disturbance name

Description

DBMS loss of file

This fault scenario represents the loss of database file which contains critical
business data. It is intended to simulate the situation where an operator accidentally
issues an OS command to delete the one or more database files that contain data

for a particular database object. The DBMS can no longer address th4 file from the
file system. This is different from an OS file handle loss, which is consjdered a bug
in the OS

DBMY and messaging
loss of disk

This fault scenario represents the loss of a physical hard drive that conptains the
business data. It is intended to simulate the case wher€.a-hard drive i$ damaged
such that the disk controller marks the targeted hard drive as offline.

5.1.2.4 Load resolution

Disturhjances in this category simulate a sudden increase in the' workload on the system.

Table 4 — Disturbances for load resolution

Disturbance name

Description

Significantly increased
load hpndling and
resolution

This fault scenariofépresents the case where the load on the SUT ing¢reases
drastically (generally about 10 times the previous load). It is intended o simulate
the situation where a significantly heavy load is introduced because of a
catastrophicevent or failure of the primary system. The optimal result|for this
disturbance is to handle at least the same amount of business as befgre without
being overwhelmed by the extreme increase in requests. Technologigs that
illustrate this characteristic would be flow control and quality of servic¢ monitors.

5.1.2.5 Detection of restart failure

Disturbances)in this category simulate a situation in which an application or the component it|depends on is

corrupfedand cannot be restarted.

Table 5 — Disturbances for restart failure

Disturbance name

Description

Process restart failure
of DBMS, application,
HTTP, and messaging
servers

The fault scenario represents the case where the software component fails to
restart. It is intended to simulate the case where a key file, or data, that is required
during the start-up process is lost. When the software program is restarted, it fails
at the point where the key file or data cannot be loaded.
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5.2 Input for the evaluation

NOTE

5.21

5.21.1

Section A.5 to A.8 in the sample report provides an example of the type of output documented here.

The SUT description

Specification of the hardware and OS configuration

The properties of the hardware architecture and configuration shall be described in sufficient details to allow replication of
the hardware and OS configuration. These include but not limited to the following:

5.21.2

vendor and model number;

systen'\ availability date;

CPU (
cache

main

brocessor type, number and speed (MHz/GHz) of the CPUs);
(L1, L2, L3, etc);

nemory (in Megabytes);

disks and file system used;

netwo

numbe

k interface;

r of systems with this exact same configuration;

OS (ploduct name, vendor, and availability date);

OS tur
compi
logical

which
on this

ing parameters and options changed from the defailts;
ation and linkage options and run-time optimizations used to create/install OS;
or physical partitioning used on this system-to host software instances;

software components, application, and’additional software from 5.2.1.2, 5.2.1.3, and 5.2.
hardware.

Specification of the software component configuration

The properties

server,

JVM, ¢

software config

5213

vendo

tuning

compi

of the software components such as web server, application server, message server, dg
tc, that the applicationis use shall be described in sufficient details to allow replication
uration. These include but not limited to the following:

name, product name and version, and availability date;

parameters and options changed from the defaults;

ation-and linkage options and run-time optimization used to create/install the software

1.4 run

tabase
of the

compg

nent;

number of instances on each system.

The

application programs

All programs used by the emulated users shall be presented on a digital storage medium. These programs
shall be ready for use on the SUT (either as an executable program or the complete source code). They shall
be described in sufficient details to allow replication of the software configuration. These include but not
limited to the following:

vendor name, product name and version, and availability date;

tuning

parameters and options changed from the defaults;
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compilation and linkage options and run-time optimization used to create/install the software

component;

number of instances on each system.

Additional software required

A list of all additional software components or standard system software modules which are needed to run
shall be described in sufficient details to allow replication of the software configuration. These include but not

limited

to the following:

vendor name. product name and version, and availability date;

For thg
scripts

For the

5.2.1.5

All dat
perforn
presen

tuning parameters and options changed from the defaults;

compilation and linkage options and run-time optimization used to create/installthe soft
component;

number of instances on each system.

baseline run, this shall include the test driver that simulates the multiple users and

test run, this shall include the fault injection software.

The stored data

b, which are needed by the programs for their)correct working or which have any in
hance of the SUT so long as they are not contained in the descriptions of the task type

storage on the SUT without any further modification. Examples of such data can be:

5.2.1.6

It is the

supply
Standd
results

data files, required for a correct computation;
output data files used by the.programs, which are not empty when starting the test;
the data of a data baseystem.

Additional information for proof

responsibility.of-the tester to submit the results of the measurement to proof. Therefore
additional documents of his/her own choice in addition to the documents requested in th
rd, which~are suitable to repeat the measurement by an external person/group to a

5.2.2

jvare

drives the test

fluence on the
input, shall be

ted in their entirety on digital storage medium. They shall be formatted ready for immediate use and

the tester shall
is International
tain the same

The workload description

5.2.2.1

The workload specification

Describe the workload in sufficient details to allow replication of the software configuration. These include but

not limi

ted to the following:
e description of the transaction or operation that will be tested;
e description of the test data;

o the test scripts.
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5.2.2.2 The workload parameter set

The values for the set of parameters used to drive the workload shall be described in sufficient details to allow
replication of the software configuration. This shall include any configuration parameters for the workload
driver and the application that could affect the performance and application behaviour. These include but not
limited to the following:

e the total number of user;

e the duration of the baseline run (in seconds), including the duration of the ramp up period, steady state, and
shutdown period;

e the reporting interval (in seconds) where the transaction rate is reported during the run;

e the transaction mix of the workload (e.g. 10% New Order, 20% Status Query, etc);

. ether the transaction mix is maintained at each reporting interval, and if not, describe when(each {ype of
transactions is executed during the run;

e ofher configuration changes that determine how the workload will be run that might affect’the repeatability
and performance of the run;

e any configuration changes on the application that might affect the repeatability and performance of the run.

5.2.2.3 Parameter set for proving the consistency and stability of the workload

In order to properly evaluate the effect of disturbance injection, the baseline must be shown to be repgatable
and consisten{. The baseline shall be run 3 times and the following #alues shall be provided as proof of its
repeatability apd consistency.

e The required statistical significance of the measurementresults as defined by the acquirer (e.g. the|number
of successful transactions completed in each of 3 baseéline runs should not differ by more than 5%).

o The reported statistical significance of the meastrement results.

e Identify any significant performance spikes«and dips in any reporting intervals during the run that arel greater
than the required statistical significance defined by the acquirer. Explain what might be causing those. An
explanation of any performance spikes-and dips for a reporting interval during the run if they exceed the
rgquired statistical significance defined by the acquirer. Either the presence of spikes and dips in a reporting
interval or the presence of diffetent types of transactions at various reporting intervals may inﬂicate a
ptoblem. The injection of a disturbance at such intervals could produce variation in performance and quality

easures. This shall beynoted in the report. However, as long as their occurrences are consistent in
ultiple runs the resultstare comparable.

5.2.3 The fatlt load description

5231 Th

The list of th
grouped by categarie
components that the application depends on such as the web server, application server, message server, the
database server, etc.

5.2.3.2 The fault load parameter set

Each disturbance shall be run within an injection slot as defined in 5.1. The following values used in the
injection slot shall be described:

e measurement interval (in seconds), also known as the duration of injection slot;
e injection interval (in seconds);

e detection interval (in seconds).
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If multiple disturbances are to be executed in sequence without stopping and restarting the workload, the
disturbances and their sequence of execution shall be described.

5.2.3.3

The Autonomic Maturity Questionnaire

A questionnaire composing of the questions defined in 5.4.3 shall be created for each disturbance to be
executed.

5.3 Data elements

Note Section A.9 to A.11 in the sample report provides an example of the type of output documented here.

5.3.1 |Output from the baseline run

This is|the output from a normal execution of the workload against the system. The,output sHall provide the
following:

o the workload parameter set that was used in the run and recorded‘inthe output;

e measurement interval;

e reporting interval (e.g. every 30 seconds, or every 10 mirutes, etc, throughout the Wworkload);

o total transaction completed without error within the measurement interval, and between reporting
interval,

e total transaction completed with errors within'the measurement interval;

e other system performance information“including the CPU utilization and i/o utilization of major
components used in the SUT (e.g.web server, application server, database servgr, etc) at each
interval for comparison with a SUT:

5.3.2 |Output from the test run
This is|the output from the workload against the system while under disturbance Injections. This output shall
provide the following for each injection slots:

o the workload parameter set that was used in the run and recorded in the output;

e measurement interval (in seconds);

e injection Interval (in seconds);

¢, “Whether manual recovery was used to disable the disturbance and recover the|system to the
Qh:ndy state like that of a haseline run:

e reporting interval (in seconds, e.g. every 30 seconds, or every 10 minutes, etc throughout the
test);

o total transaction completed without error within the measurement interval and between each
reporting interval,

e total transaction completed with errors within the measurement interval;
e other system performance information including the CPU utilization and i/o utilization of major

components used in the SUT (e.g. web server, application server, database server, etc) at each
reporting interval for comparison with a baseline test;
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o Whether the check phase was performed to verify the integrity of the system. If performed, state
the method of verification and result. If not performed, state why this is not necessary.

e The quality measure of resiliency shall be reported for each disturbance and over the entire set of
disturbances.

5.3.3 Completion of the Autonomic Maturity Questionnaire

A completed autonomic maturity questionnaire on how the problem is detected, analyzed, and resolved shall

be provided.

The autonomic maturity score (a quality measure element) shall be reported for each disturbance and over the

entire set of di

5.4 Quality

NOTE Sec

5.4.1 Summary of the Quality Measures and Quality Measure Elements (QME)

Quality Charag
- Quality Su

O

The following ¢

5.4.2 Quality

The Resilienc)
between the f{
infected.

sturbances. The quality measure of autonomic maturity index shall be reported.

Measures

ion A.2 and A.10 in the sample report provides an example of the type of output documented here

teristic - Reliability
b-characteristics - Recoverability
Quality Measure - Resiliency

=  QME - Number of transaction under disturbance - number of transactions cor
without error within a measurement intérval where disturbance(s) are injected

» QME - Number of transactions”under no disturbance - number of trans|
completed without error within a measurement interval where disturbances
injected

Quality Measure - Autonomigc-recovery index

=  QME - Autonomic maturity score

lauses describe thesnew quality measures and quality measure elements.

I Measure - Resiliency

is a_quantitative measure of the quality of service under test. It describes the relat
hroughput when the system is fouled with a disturbance and the throughput when if

hpleted

actions
Are not

onship
is not

Measure Name -- Resiliency

Purpose of Me

asure — How resilient is the system when it encounters disturbance?

Method of application — refer to 5.1

12
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rement, formula, and data element computations — For each disturbance, calculate

Pj/Ppase where

Pi = number of transactions completed without error within a measurement interval of an

injection slot where disturbance(s) were injected.

Ppase = number of transactions completed without error within the measurement interval (of a

baseline run where disturbances(s) were not injected

The overall Resiliency is calculated by taking the average of the Resiliency for each injection slot.

throug

Measu

Measu
Input tg

ISO/IE
proces

Target

543
The A(
Measu
Purpos
Method
Fo

dis

Th
M3
ing

h in theory x is possible t
put than the one without.)

e scale type — Absolute
e type — Pj = Count, Pbase = Count

measurement — Test report

5, 6.4.9 Software Operation Process

audience — Acquirer, Supplier, Developer, Maintainer

Quality Measure - Autonomic Recovery Index
‘e Name -- Autonomic Recovery Index

of application —

 each disturbance,_dbserve the behaviour of the system in detecting, analysing, and

turity Questionnaire answered by the test operator. Each answer is given a value
reasing autonomic level of the response of the system as follows:

Tabte 6—Autonomic tevet

C 12207:2008 SLCP Reference — 6.4.5 System Integration Proegess, 6.4.6 System Qualification Testing

tonomic Recovery Index is a qualitative measure of the level of autonomic capability for fecovery.

e of Measure -- How well does the)software product detect, analyse, and resolve disturbances?

resolving the

turbance which are-faults or events, then answers a set of questions from a questionnaife to obtain the
score.

b score for/each disturbance shall be calculated based on answers to the questions on [the Autonomic

based on the

Autonomic Level Description

Basic Rely on reports, product, and manual actions to manage IT components

Managed Management software in place to provide facilitation and automation of IT tasks

Predictive Individual components and systems management tools able to analyze changes
and recommend actions

Adaptive IT components collectively able to monitor, analyze, and take action with minimal

human intervention

Autonomic

policies

IT components collectively and automatically managed by business rules and

© ISO/IEC 2010 — All rights reserved
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Each question shall have one of six answers each with a different score that correspond to the Autonomic
Level as follows:

e Ais awarded 0 points (basic)

e B0 is awarded 0.5 points (basic/managed)
e Bis awarded 1 point (managed)

e Cis awarded 2 points (predictive)

e D is awarded 3 points (adaptive)

e Elis awarded 4 points (autonomic)
NOTE The|value of the points awarded could be adjusted based on experience, customer preference,’and context.
The following questions shall be used for each disturbance:

e How is the disturbance detected?

A. The help desk calls the operators to tell them about a rash of.complaints.
BO. The operators detect the problem themselves by monitéring multiple data sources.
B. The operators detect the problem themselves by monitoring a single data source.
¢. The autonomic manager notifies the operatocof'a possible problem.
D). The autonomic manager detects the problem without human involvement.
B. Same as D. Chosen only if the answer to the “How is the disturbance analysed?” quegtion is

Iso E, i.e. when the system moniters and correlates data based on business rules and policies
pat allow actions to be taken without human involvement.

=/ Q)

e How il the disturbance analyzed?
A. The operator collects and analyzes multiple sources of system-generated data.
B. The operator.analyzes data from a single management tool.

¢. The system monitors and correlates data that leads to recommended recovery actions.

0. Fhe’system monitors and correlates data that allows actions to be taken without |human
involvement.

E. The system monitors and correlates data based on business rules and policies that allow
actions to be taken without human involvement.

e What is the action taken?

A. The operator performs the required procedures and issues the commands on each affected
resource individually.

B. The operator performs the required procedures and issues the commands on a centralized
management console.

C. The operator approves and initiates the recovery actions.
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D. The autonomic system initiates the recovery actions. No human action is needed.

E. Same as D. Chosen only if the answer to the “How is the disturbance analysed?” question is
also E, i.e. when the system monitors and correlates data based on business rules and policies

that allow actions to be taken without human involvement.

Each disturbance shall produce an autonomic maturity score based on the average of the 3 answers above.

The au

tonomic maturity score for every question for every disturbance shall be disclosed.

The overall Autonomic Recovery Index is the average score of all injection slots normalized to the highest
autonomic level possible (i.e. 4). The result is a value between 0 and 1.

A valu
produd
manag

Measu
for the

Interpr
Measu
Measu
Input tg

ISO/IE
proces

Target

5.4.4

e of 0 Indicates that the autonomic capabillities of the system are basic (manually mana
t manuals, and manual actions). A value of one indicates that the system is autonomig
es itself to achieve business objectives).

rement, formula, and data element computations — For each disturbance, take«the avers
questions and then divide by the maximum score of 4.

ptation of measured value - 0 <= x <= 1. The closer to 1.0 is the better.
re scale type — Absolute

re type — Count

measurement — User monitoring record

C 12207:2008 Reference — 6.4.5 System Integration Process, 6.4.6 System Qualifi
5, 6.4.9 Software Operation Process

audience — Acquirer, Supplier, Developer, Maintainer

Quality Measure Element (QME) - Number of transactions under disturbance

Table 7 —.QME — Number of transactions under disturbance

jed by reports,
(automatically

ge point score

cation Testing

of the workload. See 5.4.1.

Information Description
Specific QME name Number of transactions under disturbance
Specific QME id
Definitien Number of transactions completed without error within a
measurement interval where disturbance(s) were injected
Measurement method Count
Detait Obtaimthetrarsaction cournts fronT theoperatiorr ot test report

Documentation
Aspect — Measurement scale Ratio
Aspect — Measurement focus External

Aspect — Measurement method Objective

Inputs Operation report
Test report
Used for Resiliency

© ISO/IEC 2010 — All rights reserved
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5.4.5 Quality Measure Element (QME) - Number of transactions under no disturbance

Table 8 — QME — Number of transactions under no disturbance

Information Description

Specific QME name Number of transactions under no disturbance

Specific QME id

See 5.4.1 of ISO/IEC 25045.

Definition Number of transactions completed without error within a
measurement interval where disturbance(s) were not injected.

Measjurement method Count

Detai Obtain the transaction counts from the operation ortest report
of the workload.

Documentation

Aspe¢t — Measurement scale Ratio

Aspegt — Measurement focus External

Aspe¢t — Measurement method Objective

Inputs Operation report
Test report
Used|for Resiliency

5.4.6 Quality Measure Element (QME) - Autonomic Maturity Score

Table 9 — QME - Autonomic Maturity Score

Information Description

Spedific QME name Autonomic Maturity Score

Spedific QME id

Definfition This is a score based on the answer to a question in the
autonomic maturity questionnaire by assigning a different
numeric score to one of six answers.

Meagurementmethod Count

Detall See 5.4.2 of ISO/IEC 25045
Docymentation

Aspect — Measurement scale Ratio

Aspect — Measurement focus External

Aspect — Measurement method | Subjective

Inputs Operation report
Test report
Monitoring of the test

Used for Autonomic Recovery Index

16
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6 Interpretation of results

6.1 Mapping of measures

Both Resiliency and Autonomic Recovery Index have a value from 0 to 1, and the closer to 1, the better the
result.

6.2 Reporting

The report provides the following.

e [‘An execufive summary about the result. Describe an overview of the software systemp being tested,
and a summary of the result and key findings.

e | A score card listing the score of every disturbance and the overall score for resiliency and autonomic
recovery index.

e | A summary of the reaction to disturbances by listing the ones that caused a crash (i.e. a system or
software component shutdown), a hang, (i.e. system does not/response), invalid result, degrade

performance, and the ones that had no noticeable impact to‘\pefformance (i.e. had no impact to
resiliency).

e | Description of findings and recommendation, including~strength and weakness or ppportunity for
improvement for the components that form the SUT.

¢ | Describe the products used in the SUT, including the software, hardware, OS, and network,
o | Data elements specified in 5.3 and quality measures specified in 5.4.

e | The report shall also provide graphs forithe baseline and the test for each disturbance|with X-axis for
time and Y-axis for transaction ratetg-visualize each measurement interval and injectiof slot.

e | The questionnaire used in the“evaluation of the autonomic recovery index shall be included. Each
section of the report will inclode extract of the relevant section in clause 5 to provide a context.

For a sample report, please see Annex A.

6.3 Application Procedure

The application procedure is not applicable to this International Standard.
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Annex A
(informative)

Sample Report

A.1 Executive Summary

Describe a
NOTE The

This documen
source Day T

AAAA v1.6 application server, and DDDD v6.0 DBMS server.

This software

index score of
and 0.55 resp
server, and D[

The improvem

nodes in the d
score is due to

More details c@n be found in the following clauses in the report.

A.2 Score (

A score ca

This scorecard

scores of the

service reques

from 0 to 4 th
applied.

NOTE The

18

i overview of the software systems being tested, and a summary of the result and key findings.
scope of each clause is described in italic. In an actual report they can be deleted.
contains the results and product recommendations from the recoverability testing of th

ader 2.0 application on a software system solution composing of HHHH\wW1.6 HTTP

system solution achieves a resiliency score of 0.81 (out of 1.00).‘ahd a autonomic rg
0.63 (out of 1.00). This is an improvement over the previous fecoverability test score
ectively for Day Trader 1.0 application on HHHH v1.5 HTTP)server, AAAA v1.6 app
DD v5.0 DBMS server.

ent in the resiliency score is due to the improvement in‘the application to distribute work t

luster when one of its nodes goes down. The improvement in the autonomic recover
the automatic failover of the failed node to the restof the cluster with no operator interve

Card
d listing the score of every disturbance and the overall score for resiliency and autonomic recovery

shows the contribution that each fault made to the Resiliency and Autonomic Recover
system. The Resiliency score is a value from 0 to 1 that reflects the ability of the sys

bt describes the, level of autonomic maturity exhibited by the system while the disturb

following‘numbers are fictitious.
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ts while the disturbance is applied. The Autonomic Recovery Index contribution is th¢ value
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Table 10 — Score Card

ISO/IEC 25045:2010(E)

Disturbance

Contribution
to Resiliency

Contribution
to Autonomic

Comment

Score Recovery
Index Score
Unexpected Shutdown
0101 Process shutdown- DBMS 0.64 1
0102 Process shutdown- Message Server 0.63 1
0103 Process shutdown HTTP Server 1.00 3
0104 Process shutdown — Application Server 0.98 3
0105 OS shutdown- DBMS 0.51 1
0106 [OS shutdown-Message Server and 0.51 1
HTTP Berver
0107 [OS shutdown - Application Server 0.99 3
Loss gf Data
0201 Loss of table- DBMS 0.39 0
0202 Loss of file- DBMS 0.44 0
0203 Loss of disk- DBMS 1.00 3
0204 |oss of disk-Message Server 0.44 0
Resoufce Contention
0301 [CPU hog-DBMS 1.00 3
0302 [CPU hog-Message Server and HTTP 0.91 0
Server
0303 [CPU hog -WAS 0.91 0
0304 Mem hog-DBMS 0.89 0
0305 Memory hog-Message Server and HTTP 0.96 0
Server
0306 Mem hog-WAS 1.00 3
0307 }/O hog — DBMS 1.00 3
0308 pisk hog-DBMS 0.99 3
0309 Pisk hog-Message Server 1.00 3
0310 Runaway query — DBMS 1.00 0
0311 Poison message ~Message Server 0.71 0
Load Resolution
0401 Moderateload surge with 2x users 0.89 2
0402 Significant load surge with 10x users 0.50 2
Detection of Restart Failure
0501 Process restart-DBMS 0.63 0
0502 Process restart-Message Server 0.59 0
0503 Process restart-HTTP Server 1.00 3
0504 Process restart - Application Server 1.00 3
0505 OS restart-DBMS 0.36 0
0506 OS restart-Message Server 0.42 0
0507 OS restart — Appl Server 0.99 0
0508 OS restart — HTTP Server 0.99 0
Combined Score 0.81 0.63 (2.52/4)

© ISO/IEC 2010 — All rights reserved
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A.3 Summary of Reaction to Disturbances

A summary of the reaction to disturbances by listing the ones that caused a crash (i.e. a system or software
component shutdown), a hang, (i.e. system does not response), invalid result, degrade performance, and the ones
that had no noticeable impact to performance (i.e. has no impact to resiliency)

Table 11 — Summary of Reaction to Disturbances

Reaction to disturbances Number of disturbances Disturbance
Crash 18 XXXX, XXXX, XXXX, ....
Hang 1 0311 Disk hog for DBMSY|server

(Table run out of storage)

Invalid result 0
Degrade perfofmance 19 XXXX, XXXX, XXXX; ....
No impact to pgrformance 6 XXXX, XXKX, XXXX, ....
Improve performance 0
Total 44

A.4 Findings and Recommendations

Describe allist of findings and recommendation, including strength and weakness or opportunity for improvement for
the components that form the SUT.

A.4.1 Applidation Server
Strength:

e When|an application server within a cluster is down, the workload quickly rebalance amqgng the
remaining servers with{minimal failure of transactions.

Weakness / Opportunity forImprovement:

e The clpsterdoes not detect and bypass “sick” application server that suffers a loss of capacity] due to

variou$ disturbances. This results in a loss of overall capacity of the cluster since too much work is
directadto servers with slow response time

A.4.2 Defects

A list of application and product defects identified and their current status.

N/A
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A.5 Input for the evaluation

A.5.1 The

SUT description

A.5.1.1 Specification of the hardware architecture and configuration

The properties of the hardware architecture and configuration shall be described in sufficient details to allow
replication of the hardware and OS configuration. These include but not limited to the following:

vendor and model number;

system availability date;

CPU (processor type, number and speed (MHz/GHz) of the CPUSs);
cache (L1, L2, L3, efc);

main memory (in Megabytes);

disks and file system used;

network interface;

number of systems with this exact same configuration;

OS (product name, vendor, and availability date);

OS tuning parameters and options changed-from the defaults;

compilation and linkage options and runztime optimizations used to create/install O§
from defaults

tuning information if differ from defaults

logical or physical partitioning used on this system to host software instances;

b if different

e which software components, application, and additional software from 5.2.1.2, 5.2.1.3, and 5.2.1.4
run on this hardware:
Databgse server hardware:
Numbper of Systems: 1
Hardware Vendor: IBM Corporation
Mode¢l Name; IBM System p5 550
Procgssor: POWERS5+
MHz 2100
Numberof CPUs: 4 cores, 2 chips, 2 cores/chip (SMT on)
Memory (MB): 16384
L1 Cache: 64KB(1)+32KB(D) on chip per core
L2 Cache: 1920KB on chip per chip
Other Cache: 36MB off chip per DCM, 2 DCMs per SUT
OS Vendor: IBM
OS Name: IBM AIX 5L v5.3
Disks: 1x36GB SCSI, 10K RPM
Network Interface: 2 built-in Gigabit Ethernet ports
Other Hardware: 1 x IBM 4Gb dual-port Fibre Channel HBA connected
to two IBM System Storage DS4700 storage controllers
containing 28 x 36GB disk drives
H/W Available: Aug-2006
O/S Available: Aug-2006
© ISO/IEC 2010 — Al rights reserved 21
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Notes / Tuning Information
vmo -o Igpg_regions=454 -o Igpg_size=16777216 -o v_pinshm=1
aioo -0 maxservers=100 -0 maxreqs=16384 -o fsfastpath=1

<Add additional hardware for other components in the SUT, such as application server, test load simulator,
fault kit driver, Ethernet switch, etc.>

A.5.1.2 Specification of the system software configuration

The properties of the software components such as web server, application server, message server,
database server, JVM, eftc, that the applications use shall be described in sufficient details to allow
replication of the software confiquration. These include but not limited to the following:

Database server software:
Number of Instance: 1 (1 instance per database server hardware)
Software Vendpr: IBM Corporation
Product Namg: IBM DB2 Universal Database 9.1
Availability Date: Feb-2007

Notes / Tuni
Tuning performed by db2tune.sh script. See attached appendix XXX ...... <This is just an example.
Appendix XXX|does not exist.>

e vendor name, product name and version, and availability date;
e tuming parameters and options changed from the defaults;.

pilation and linkage options and run-time optimization used to create/install'the softwar
ponent;

Y%

Information:

<Add additionpl software for other components'in the SUT, such as application server, HTTP server, tgst load

simulator, faulf kit driver, etc.>

A5.1.3 The

pplication programs

All programs used by the emulated users shall be presented on a digital storage medium. These programs [shall be
ready for uge on the SUT (either as an executable program or the complete source code). They shall be desgribed in

sufficient dgtails to allow._replication of the software configuration. These include but not limited to the followingf

e vendor name) product name and version, and availability date;

e tuming parameters and options changed from the defaults;

e compilation and linkage options and run-time optimization used to create/install the software
component;

e number of instances on each system

DayTrader 2.0

22

The application used by this test is the open source Day Trader 2.0 application available from the Apache
Geroninmo site at http://cwiki.apache.org/GMOxDOC10/day-trader.html . It was downloaded and stored in server
XXXX under the directory /xxxxx/yyy/daytrader. Please refer to /xxxxx/yyy/daytrader in server XXXX
for the make file and the configuration parameters used. One instance of DayTrader was started on
server XXXX.

© ISO/IEC 2010 — All rights reserved
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A.5.1.4 Additional software required

A list of all additional software components or standard system software modules which are needed to run shall be
described in sufficient details to allow replication of the software configuration. These include but not limited to the
following:

e vendor name, product name and version, and availability date;
e tuning parameters and options changed from the defaults;

e compilation and linkage options and run-time optimization used to create/install the
component;

software

Fo
Fo

Perforr

Numh

Softw|
Prod
Avail

Fault Iqg

Numh

Softw|
Prod
Avail

A.5.1.5

Al
of
en
an

The d3
proced

e number of instances on each system.

the baseline run, this shall include the test driver that simulates the multiple users and drives.the
the test run, this shall include the fault injection software.
nance workload tester:
er of Instance: 2 (1 instance per test driver server hardware)
bre Vendor: IBM Corporation
ict Name: Rational Performance Tester 8.1
Ability Date: April-2009
ad driver Kkit:
er of Instance: 2 (1 instance per fault load “server hardware)
bre Vendor: Locally developed by department XXXX
ict Name: Resiliency Tester 1.0
Ability Date: April-2009
The stored data
data, which are needed by the programs for their correct working or which have any influence on

the SUT so long as they afe not contained in the descriptions of the task type input, shall be p
firety on digital storage medium. They shall be formatted ready for immediate use and storage on
y further modification. «Examples of such data can be:

data files, required.for a correct computation;
output data files t'sed by the programs, which are not empty when starting the test;
the data of a.data base system.

tabasé:is generated by the Day Trader application for 500,000 accounts as part of its d
ure,

pst scripts.

the performance
resented in their
the SUT without

ata generation

A.5.1.6 Additional information for proof

It is the responsibility of the tester to submit the results of the measurement to proof. Therefore the tester
shall supply additional documents of his own choice in addition to the documents requested in this
International Standard, which are suitable to repeat the measurement by an external person/group to
attain the same results.

N/A
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A.6 The workload description

A.6.1 The workload specification

Describe the workload in sufficient details to allow replication of the software configuration. These
include but not limited to the following:

e description of the transaction or operation that will be tested;

e description of the test data;

The application used by this test is the open source Day Trader 2.0 application available from, the 4
Geroninmo site at http://cwiki.apache.org/GMOxDOC10/day-trader.html. See the website for the w

specification.

A.6.2 The wprkload parameter set

The values

replication pf the software configuration. This shall include any configuration parameters for the workload dr]
the applicgtion that could affect the performance and application behaviour\Fhese include but not limite

following:

Number of usery

Duration of basq

Reporting interval = 30 seconds

Transaction mix

Transaction mix

£l " n e
hd e test SCripts,

\pache
brkload

for the set of parameters used to drive the workload shall be described in sufficient details fo allow

the total number of user;

the duration of the baseline run (in seconds), includingthé duration of the ramp up period, steadly

state, and shutdown period;
the reporting interval (in seconds) where the transaction rate is reported during the run;
the transaction mix of the workload (e.g. 10% Néew Order, 20% Status Query, efc);

whether the transaction mix is maintained-at each reporting interval, and if not, describe when ¢
type of transactions is executed during(the run;

other configuration changes that determine how the workload will be run that might affect the
repeatability and performance ofthe run;

ver and
il to the

ach

any configuration changes o the application that might affect the repeatability and performance of the

run.

=100

line run = 3300,secands

= 70/30+ead/write transaction (normal mix)

maintained in each reporting interval during steady state, with no more than 5% variation.

A.6.2.1 Para

meter set for proving the consistency and stability of the workload

In order to properly evaluate the effect of disturbance injection, the baseline must be shown to be repeatable and
consistent. The baseline shall be run 3 times and the following values shall be provided as proof of its repeatability
and consistency.

24

The required statistical significance of the measurement results as defined by the acquirer (

e.g. the

number of successful transactions completed in each of 3 baseline runs should not differ by more than

5%).
The reported statistical significance of the measurement results.

Identify any significant performance spikes and dips in any reporting intervals during the run that are

greater than the required statistical significance defined by the acquirer. Explain what might be

causing those. An explanation of any performance spikes and dips for a reporting interval during the

run if they exceed the required statistical significance defined by the acquirer.

© ISO/IEC 2010 — All rights
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3 baseline runs were performed with the following result:

The rur
3.8%.

ISO/IEC 25045:2010(E)

Either the presence of spikes and dips in a reporting interval or the presence of different types of
transactions at various reporting intervals may indicate a problem. The injection of a disturbance at
such intervals could produce variation in performance and quality measures. This shall be noted in the
report. However, as long as their occurrences are consistent in multiple runs the results are

comparable.

Run 1 - 15000.45 page/seconds
Run 2 - 15600.67 pages/seconds
Run 3 - 15580.45 pages/seconds

A.7 The fault load description

AT7A1

TH

gr
co
thd

A.7.1.1

Di
pr

The fault load specification

b database server, efc.

Unexpected Shutdown

e list of the disturbances to be executed against the workload shall*be described compr:
buped by categories of disturbance as defined in 5.1.2. Disturbances shall be defing
imponents that the application depends on such as the web.server, application server, m

sturbances in this category simulate the unexpected shutdown of an OS, one or more ap
pcesses, or the network link between compa@nents in the SUT.

Table 12 — Disturbances for unexpected shutdown

ithin the limit at

bhensively and
d for software
essage server,

blication

Distuibance Target Fault Description

0101 Abrupt OS shutdown on the DBMS server DBMS Psshutdown \\<hostname>
0102 Abrupt OS shutdown on thé application server Appl Server | Psshutdown \\<hostname>
0103 Abrupt OS shutdown.on the messaging server Msg Server Psshutdown \\<hostname>
0104 Abrupt OS shutdown on the HTTP server HTTP Psshutdown \\<hostname>
0105 Abrupt pracess shutdown of DBMS DBMS pskill \\xxx yyyy.exe

0106 Abrupt_process shutdown of application server Appl Server | pskill \aaa bbbb.exe
0107 Abrupt process shutdown of messaging server MSg Server pSKill\CCC dddd.exe

0108 Abrupt process shutdown of HTTP server

HTTP Server

pskill \\eee ffff.exe

server

0109 Abrupt network shutdown on the DBMS DBMS ifconfig ethO down
0110 Abrupt network shutdown on the application Appl Server | ifconfig ethO down
server

0111 Abrupt network shutdown on the messaging Msg Server ifconfig ethO down

0112 Abrupt network shutdown on the HTTP server

HTTP Server

ifconfig ethO down

© ISO/IEC 2010 — All rights reserved
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A.7.1.2 Loss of Data

Disturbances in this category simulate a scenario in which business-critical data is lost.

Table 13 — Disturbances for resource contention

Disturbance Target Fault Description

0201 Loss of table DBMS DBMS drop table

0202 Loss of database file DBMS forcedel

0203 Loss of disk for database table DBMS Ipssend setstate DDD (disable a disk in a
RAID)

0204 Loss of digk for message queue Msg Server forcedsk

A.7.1.3 Res¢

Disturban
exhausted

burce Contention

ces in this category simulate the case in which resources on . as/machine in the S
because of an unexpected process, user action, or application error.

Table 14 — Disturbances for resource contention

UT are

Disturbance Target Fault Description
0301 CPU hog pn DBMS server DBMS CpuHog.exe - for(;; );
0302 CPU hog pn application server Appl Server. CpuHog.exe - for(;; );
0303 CPU hog pn messaging server Msg Server CpuHog.exe - for(;;);
0304 CPU hog pn HTTP server HTTP Server CpuHog.exe - for(;; );
0305 Memory hog on DBMS server DBMS MemHog.exe - pHuge =
malloc( HUGE_VALUE )
0306 Memory hipg on application server Appl Server MemHog.exe - pHuge =
malloc( HUGE_VALUE )
0307 Memory hpg on messaging server Msg Server MemHog.exe - pHuge =

malloc( HUGE_VALUE )

0308 Memory h

pg on HTTP server

HTTP Server

MemHog.exe - pHuge =
malloc( HUGE_VALUE )

0309 I/0 hog o} DBMS server DBMS loHog.exe - copy or write BIG_FILE adross
the database disks.

0310 Disk hog forinessaging server (Message queue [Msg Server Diskhog.exe

run out of storage)

0311 Disk hog for DBMS server (Table run out of DBMS Diskhog.exe

storage)

0312 Deadlock for DBMS server DBMS Deadlock.exe <resource1> <resource2>

0313 Memory hog of an user application Appl Server LeakCity.ear

0314 Run away query inside DBMS DBMS Bigquery.exe

0315 Poison Message Msg Server Bigmsg.exe

0316 Network hog on DBMS server DBMS NetworkHog.exe <hostname>

0317 Network hog on application server Appl Server NetworkHog.exe <hostname>

0318 Network hog on messaging server Msg Server NetworkHog.exe <hostname>

26
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A.7.1.4 Load Resolution

Disturbances in this category simulate a sudden increase in the workload on the system

ISO/IEC 25045:2010(E)

Table 15 — Disturbances for load resolution

Disturbance Target Fault Description
0401 Moderate load surge with 2x users All Stress.exe -client TWO_TIMES
0402 Significant load surge with 10x users All Stress.exe -client TEN_TIMES

A.7.1.8 Detection of Restart Failure

Disturbances in this category simulate a situation in which an application or the~cOmponent

is porrupted and cannot be restarted.

Table 16 — Disturbances for restart failure

it depends on

Disturbance Target Fault Example
0501 QS restart failure of the DBMS server DBMS rm boot.ini

0502 QS restart failure of the application server Appl Server rm boot.ini

0503 QS restart failure of the messaging server Message Server | rm boot.ini

0504 QS restart failure of the HTTP server HTTP rm boot.ini

0505 Hestart failure of the DBMS DBMS Rm DBMSsyscs.exe
0506 Hestart failure of the application server Appl Server Rm startserver.bat

0507 Hestart failure of the queue manager

Message Server

rm strmgm

0508 Hestart failure of the HTTP sérver

HTTP

rm admin.conf

Commeent: These tests aresexecuted by repeating the Unexpected Shutdown faults and renami
the panticular component:_It does not test the case where a corrupted database backup causes

restart fto fail.

A.7.2 [The faultjload parameter set

injection slot shall be described:

Egchr disturbance shall be run within an injection slot as defined in 5.1. The following valy

ng a key file in
the database

es used in the

e measurement interval (in seconds), also known as the duration of injection slot;

e injection interval (in seconds);

e detection interval (in seconds).

If multiple disturbances are to be executed in sequence without stopping and restarting the workload, the
disturbances and their sequence of execution shall be described.

© ISO/IEC 2010 — All rights reserved
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The following fault testing parameters were used by the disturbance testing unless specified otherwise in the
individual test details:

e Measurement interval = 3000 seconds
¢ Injection interval = 600 seconds
e Detection interval = 1200 seconds

All disturbances were executed with a stopping and starting of the workload.

A.8 The Autonomic Maturity Questionnaire

A questionnaire composing of the questions defined in 5.4.3 shall be created for each disturbance {o be
executed.

Done. See A 11.

A.9 Output/from the baseline run

This is the output from a normal execution of the workload against the system. The output shall provide
the followmng:

o| the workload parameter set that was used in the run and recorded in the output;
o| measurement interval;
o| reporting interval (e.g. every 30 seconds, or every 10 minutes, etc, throughout the workload);

o| total transaction completed without error within the measurement interval, and bgtween
reporting interval;

o| total transaction completed-with errors within the measurement interval;
e| other system performance information including the CPU utilization and i/o utilizgtion of

major components-used in the SUT (e.g. web server, application server, database |server,
etc) at each interval for comparison with a SUT.
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